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MATTHEW MCMILLAN

ABSTRACT. We construct an explicit abelian model for the operation of
tensor 2-product of 2-representations of slj , specifically the product of a
simple 2-representation £(1) with a given abelian 2-representation V taken
from the 2-category of algebras. We study the case V = £(1) in detail, and
we show that the 2-product in this case recovers the expected structure.
Our construction partially verifies a conjecture of Rouquier from 2008.
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A TENSOR 2-PRODUCT OF 2-REPRESENTATIONS OF sl 2

1. INTRODUCTION

1.1. Background and motivation. The operation of tensor product is ubiqg-
uitous in representation theory and its applications. It is a primary means of
generating new representations from old ones. In classical Lie theory this
operation arises from the Hopf structure of the enveloping algebra.

In [CF94], Crane and Frenkel outlined a program to build topological in-
variants using a higher representation theory. The program was conceived as a
way to formulate invariants algebraically in 4d that upgrade known invariants
in 3d such as the TQFT of Witten-Reshetikhin-Turaev [Wit89, RT91]. The
idea was to implement categorical versions of classical algebraic structures.
Crane and Frenkel proposed a concept of ‘Hopf category’ to upgrade the Hopf
structure of quantum groups that was central to the WRT invariant.

A fully developed Hopf categorical representation theory will have good
definitions of categorical algebra, categorical representation, and categorical
Hopf structure. The notion of 2-representation was provided with a good
definition for sly in work of Chuang-Rouquier [CR08|, and the graded case
descending to quantized structures in work of Lauda [Laul0]. The definitions
were generalized to all Kac-Moody algebras in [Rou08a] and [KL09, KL11].

A tensor 2-product operation would give the higher analog of an aspect of
Hopf structure, or at least of the expression of Hopf structure on the category
of representations of the algebra. A 2-product is defined in an A, setting by
Rouquier [Rou], but no explicit formulas are known for the product action in
that setting, and the setting itself brings significant technical complications.
Rouquier has conjectured [Rou08b] that a subcategory affording an abelian
2-representation should exist. The main construction of this paper partially
verifies his conjecture by identifying an abelian 2-product when one factor
is £(1) and the other factor V is taken from the 2-category of algebras. In
addition, our construction takes a step toward defining a practicable 2-product
by providing explicit formulas for the 2-representation component structures.

In early work of Bernstein-Frenkel-Khovanov [BFK99], the authors consider
a category whose Grothendieck group is the tensor product of fundamental
representations. Their methods were extended by Stroppel [Str05] and oth-
ers (cf. [FKS07, MS09, SS15, Sus07]) to find a category with Grothendieck
group isomorphic to any given tensor product of finite dimensional simples
in type A. Graphical methods were developed by Webster [Web17, Web16]
to produce categories for tensor products of simples for general Kac-Moody
algebras. We expect these categories to be equivalent to tensor 2-products of
simple 2-representations.

The Crane-Frenkel program for building TQFTs gives perhaps the most
compelling motivation to find a categorical product. In the case of sly, a
2-product will play a central role in a prospective 4d TQFT that extends
Khovanov homology. Glimmers of this 4d theory have been seen by physicists
[GPV17], and some aspects are defined rigorously in some cases [GM21]. Along
these lines, recent work of Manion-Rouquier [MR20] on the case of the super
Lie algebra gl(1|1)* shows that a 2-product can be used to describe Bordered
Heegaard-Floer theory for surfaces [LOT18].
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1.2. Result. Let 4" denote the monoidal category associated to the positive
half of the enveloping algebra of sl,. Let us be given a field k and the data of
a k-algebra A and a triple (E,z, T) as follows. Let E be an (A, A)-bimodule,
let * € End(FE) and 7 € End(E?) be bimodule endomorphisms, and suppose
that = and 7 generate an action of the nil affine Hecke algebra, that is, that
they satisfy the following relations:

=0,
TEoEToT7E = EToTE 0 ET,
TobBr=xFor+1, Exror =702k + 1.

(Here we write zF for the endomorphism z ® Idg in End(E?), and similarly
for the others.) This data determines a 2-representation )V of U™.

We can give such data for a simple 2-representation £(1) of " that categori-
fies the fundamental representation L(1) of sly. The k-algebra is k[y] 1% k[y] -1
(decomposed into weight algebras), and the triple is (k[y],y,0). Here y €
kly]-1 acts on k[y] on the right by multiplication, and y € k[y].; acts by
zero. These roles are reversed for the left action. The endomorphism x acts
by multiplication by y.

Let P, = k[z1,...,x,] be the polynomial algebra. Then P, acts on E" with
x; € P, acting by the endomorphism E" ‘xEi!.

This paper is organized around a proof of the following theorem.

Theorem (Main result). Suppose x and T satisfy the nil affine Hecke relations,
so (E,x,T) gives a 2-representation of UT for the algebra A, denoted V, and
suppose the bimodule E has the following additional properties:

o 4 F is finitely generated and projective,
e E™ is free as a P,-module.

Then we define explicitly:

* a k-algebra C' (Def. 3.52),
e o bimodule E (Def. 3.58),
e endomorphisms & and T (Def. 4.4),

such that & and 7 satisfy the nil affine Hecke relations, so (E,&,7) gives the
data of a 2-representation of Ut for C' that we denote L(1) ®) V.

We have two reasons to interpret the new 2-representation as an abelian
model for the 2-product £(1) @ V: it is derived from an approach to cate-
gorifying the Hopf coproduct formula, and in a class of cases it recovers the
expected result. In this document we study the case £(1)&®) £(1) in detail. In
forthcoming work with Laurent Vera we show that £(1) ®) £(n) recovers the
expected structure for every n e Z7°.

In another paper [McM23] we consider the extension of the construction
given in this paper to actions of the full 2-category U associated to the en-
veloping algebra of sly, and not only its positive half. When the functor E®4 —
has a right adjoint given by tensor product with a bimodule F', and the pair of
them satisfies some additional relations that categorify the commutator iden-
tities, the action is said to give a 2-representation of U4. We show that if the
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original bimodule F has such an F' giving an action of the full ¢/ on V), then
there is also a bimodule F, given as the right-dual of E, which together with
E provides an action of the full i on £(1) @ V.

In a third paper (forthcoming) we consider several questions about the 2-
product construction that are motivated by the search for a 4d TQFT. For
example, one would like to iterate the construction:

L)@ = L)@ (L)@ (L1 ® ).

To define this product, we need to establish that our E™ construction is free as
ak[Zy,...,Z,]-module. We also want a product in the reverse order, V&) L(1),
to determine an iterated product with arbitrary parenthesization. Questions
about associativity make sense at that point. We would like to establish func-
toriality in the argument V. A further step would be to produce a braid group
action on iterates E(l)", as well as ‘cup and cap’ morphisms.

1.3. Technique. Let us be given V as described above. Write E, for the
(Aly], Aly])-bimodule E[y]/(a: — y)E[y]. We begin with a ‘naive’ algebra B
formed from the underlying data of £(1) and V:

b= (A([Jy] AE[Z])‘

There is a natural candidate E’ for the diagonal action of U™, but it is a
complex of (B, B)-bimodules, not a bimodule. It is given as a complex in
degrees 0 and 1 by

- () )

(The differential and action data are described in Definition 3.2.) There is also
a natural candidate for x € End(E’) arising from the data of £(1) and V, but
that x is not equivariant over the action of generators in £, in B.

Let e; = (é 8) € B. Our technique in this paper is to define a new algebra

C = Ende(B) (Bel ® E’el)

that is derived-equivalent to B. The bimodule complex £’ may be transported
through the equivalence, and the result is quasi-isomorphic to a complex F
of (C,C)-bimodules that is concentrated in degree 0 and projective on the
left. We consider E to be a (C,C)-bimodule, and we construct explicit bi-
module endomorphisms # € End(E) (compatible with z) and 7 € End(E?)
that satisfy the nil affine Hecke relations. The data (C, E,#,7) determines a
2-representation that we call £(1) ®) V.

In order to define ¥ and 7 and verify the relations, we study the tensor
powers E". These powers can be parametrized by explicit models containing
Hom gy (E'e1, E™ey). We give presentations of these modules by generators
and relations for n = 1, 2, 3, 4.
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1.4. Explanation. Suppose yM and g N are two representations of a Hopf
k-algebra H with coproduct A : H — H? and antipode S : H — H. There
is a large outer product M ®; N with two commuting actions of H on the
two factors, and a third, diagonal, action given by first applying A. There is a
smaller product M ®y N using S to view M as a right H-module. The smaller
product is related to the larger one as follows: M ®py N is the largest quotient
of M ®; N on which A(H) acts by 0. This can be seen using the formulas
A(h) =h®1+1®h and S(h) = —h for enveloping algebras of Lie algebras,
with which the condition A(h).(m®n) = 0 may be written m.h®n = mQh.n.

Now let V; be an abelian category of A;-modules for ¢ = 1,2, where V) is
a 2-representation of U™ with data (F;, 2%, 7%). We can easily define a large
outer product category V; Xl V, that has two commuting actions of U*. We
seek a kind of diagonal action of U* on V; X, V,. One can also describe a
smaller product without diagonal U*-symmetry. Objects should be generated
by pairs of modules M € Vi, N € V5 together with functorial isomorphisms
Ei(M)®i N = M ®j, E>(N) that are equivariant over the actions of % on F;
and 7" on E?. These isomorphisms categorify the conditions A(e).(m®mn) = 0.

At this point we make three conceptual moves. First, we expand the larger
product category by including with each pair M € V;, N € V, a morphism
aly : Ey(M)®, N — M ®;, Ey(N), functorial in M and N, that is z- and
T-equivariant. So we define objects of V; Vs, to be triples of the form
(M, N;ad). Second, we consider morphisms o} as two-term chain complexes,
in particular mapping cones, and move to a derived context. Third, for the new

diagonal action of E on (M, N; ;) we take the cone complex C' = Cone(aj))

itself. In the derived category, this complex is zero precisely when «}; is an
isomorphism, which is the correspondence we sought.
To complete the idea, it is necessary to supply natural z- and 7-equivariant

morphisms ag%%;g in order to make C' an object in V; ®) Vs, and to supply

endomorphisms z and 7 of Cone(ad;) and Cone(Cone(ad;)) satisfying Hecke-

type relations in order to make a 2-representation of U using Cone(a?)) for
the image of E. Here one encounters further technical difficulties. In [Rou],
Rouquier is expected to give a general definition of tensor 2-product by working
in an A, setting that encodes the technical difficulties as higher homotopies.
For example, the failure of equivariance of the natural € End(E’) mentioned
in §1.3 can be expressed as a homotopy.

In our setting for £(1) ® V, we have £(1) given by the data (A°, k[y],y,0)
with A° = k[y]41 % k[y]-1, and V given by the data (A, E,x,7). One can
define a tensor algebra B’

B, = TAO@kA(Vk[y] ®k E)

There is a canonical isomorphism Y k[y]® E — E[y], and another A°®;, A —
Aly] x Aly]. The data of a B’-module is equivalent to the data of a triple
(M, N, aj;) where M, N € Aly]-mod and o : E[y|®ap,;M — N. Since 7' =0
in this case, a is automatically 7-equivariant. We can enforce x-equivariance
of a by taking a quotient by I = Im(x — y), where z — y is understood in
End g, (E[y]). Then the algebra B’/I is isomorphic to the algebra B in §1.3.
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1.5. Outline summary. The paper is organized as follows:

e In §2 we describe some conventions and background theory. We are working
in the setting of monoidal categories of the form Bim;(A) for a k-algebra
A: objects are (A, A)-bimodules, morphisms are bimodule maps. The data
of a 2-representation of U™ consists of an algebra A, a bimodule 4 F4, and
endomorphisms x € End(E) and 7 € End(E?) satisfying nil affine Hecke
relations.

e In §3 we begin with a naive product algebra B and complex of bimodules
pE%. We construct a derived-equivalent algebra C. We define a (C,C)-
bimodule E and study a new class of bimodules we call G, that arise inside
the tensor powers of E. This study has a technical and computational
flavor.

e In §4 we construct the new nil affine Hecke action, with generators  and
7, on powers of the new bimodule £. More computations are required to
establish the properties we need. They rely on results about G,, proved in
§3.

e In §5 we give explicit details for the most basic example of our construction:
L(1) ® L£(1). This product agrees with a well-known categorification of
L(1) ® L(1), where L(1) is the fundamental representation of sls.

1.6. Acknowledgments. I thank Raphaél Rouquier for sharing his ideas,
and for advice along the way with many aspects of this project. I am indebted
for his time and attention. I thank Laurent Vera for working with me in
early stages of the project. I thank You Qi and Weigiang Wang for helpful
comments on the manuscript. I thank David Reutter for opening my interest
in categorical mathematics while at Cambridge some years ago.

This work was supported by an NDSEG Research Fellowship from the US
Department of Defense and by the NSF through grant DMS-1702305.

2. BACKGROUND STRUCTURES
Let k£ be a field.

2.1. Nil affine Hecke algebras. The nil affine Hecke algebra °H, is the
k-algebra with generators xy,...,x,,T1,...,T,_1 and relations:

2
.TL’Z'.CL’j = LUjLUZ',TZ- = O,
TiTiv1Ti = Tit1TiTit 1,
TiTj; = T;T; if |Z—]| > 1,
TiXj = T4T; lfj - Z¢ {0, 1},

TiLi = Tijy1T; + 1,1’,”7‘,’ = T;Tijy1 + 1.

Define s; = 7;(z; — x;41) — 1. Observe that s? = 1 and s; o 7; = 7;.

2.2. U (sly) and its 2-representations.
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2.2.1. Monoidal category UT.

Definition 2.1. Let U™ (sly) (hereafter ‘U*’) be the strict monoidal k-linear
category generated by an object F and maps x : £ — E and 7 : E? — E?
subject to the relations:

(2.1) % =0,
(2.2) TEoEToTE = EToTE 0o E'T,
(2.3) ToFr=xFEor+1, Exor =1ToxE + 1.

We write s = 7o (Ex — xF) — 1. Observe that s> =1 and so7 = 7.
One easily checks that non-trivial Hom spaces of U™ are Hecke algebras:

Proposition 2.2. The objects of Ut are the E™ for n € Z2°, and

°H, n=m

Hom(E", E™) ~ {O 0t m

with the isomorphism from °H,, given by x; — E" xEi~!, 1, > En-i-lr il
Using the obvious morphism *H, @ °H,, — °H, ., the diagram commutes:

OHn®OHm > 0Hn+m

le
e

End(E") @ End(E™) ——&—— End(E"+™).
2.2.2. 2-representations of UT.

Definition 2.3. A 2-representation of /™ on a category V is a strict monoidal
functor U — End(V). The data of such a functor consists of an endofunctor
E of V and natural transformations x € End(F), 7 € End(E?) satisfying (2.1)—
(2.3). A morphism of 2-representations (V, E,z,7) — (V', E’',2',7') consists
of a functor ® : ¥V — V" and an isomorphism of functors ¢ : ®E — E'® such
that:

podr =2'Poyp:PE — E'P,
F'oopEo®dr =17doE'popE: ®E? —» E?d.

Note that End(V) is the full sub-2-category of the 2-category of categories
Cat generated by the object V. One can define U* as a 2-category with a
single object, so that the data of 2-representation is the data of 2-functor from
UT to Cat. This justifies our ‘2’ prefixes.

In this paper we study monoidal functors from U™ to monoidal categories
of the form Bimy(A) which are defined for k-algebras A as follows: the objects
of Bimg(A) are (A, A)-bimodules, and the morphisms of Bimj(A) are bimod-
ule maps. The monoidal structure on Bimg(A) is given by tensor product of
bimodules over A.
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Note that there is a 2-category Alg;, with k-algebras, bimodules, and bimod-
ule maps as the objects, 1-morphisms, and 2-morphisms. Then Bimy(A) is the
full sub-2-category of Alg, generated by the object A.

Proposition 2.4. The data of a 2-representation Ut — Bimy(A) for a k-
algebra A consists of a bimodule AE4 and bimodule maps x € End(E), 7 €
End(E?) that satisfy (strictly) the relations of U™,

We will use ‘z;” and ‘r;” to denote the generators in any °H,, (where i < n
for z; and i < n for 7; are assumed). Given a 2-representation for a k-algebra
A with bimodule E, these symbols are also used to denote the corresponding
elements in each End(E"™).

2.2.3.  The 2-representation L(1). A simple 2-representation of U™ is given
for the algebra A = Ay x A_1, A; = k[y], by the bimodule E = k[y], where
y € A_y acts on the left by 0 and on the right by multiplication by y, and
y € Ayy acts on the right by 0 and the left by y. The Hecke actions are
generated by x € End(F) acting by multiplication by y, and 7 € End(E?)
satisfies 7 = 0 because £E? = 0.

2.3. Further conventions. Assume we are given data (A, E, z, 7) determin-
ing a 2-representation, and fix these through §4. Assume that 4F is f.g. pro-
jective and that E" is free as a P,-module.

Consider the endomorphism = —y of the (A[y], A[y])-bimodule E[y]. Its im-
age (x—y)E[y] is a sub-bimodule of E[y]. Write E, for the quotient E[y]/(z—
y)Ely]. (Alternatively: E), is E extended to an (A[y], A[y])-bimodule by spec-
ifying that y acts on both sides by x.) The projection

m: Ely] - E,
ey” — z"(e)
is a surjection of bimodules.

We simplify notation for tensor products by adopting a convention that
concatenation indicates the tensor product over an algebra that is clear from
the context. Sometimes it will be unclear whether a tensor product is meant
over A or over A[y], so we further stipulate that if the expression for a module
contains ‘y’, it will be understood as an A[y]-module, and if the expression
lacks ‘y’, it will be understood as an A-module. Concatenation will indicate
tensor product over A[y] if both are A[y]-modules, otherwise it will indicate
tensor product over A.

We will tacitly use canonical isomorphisms such as

M[y] ®apy Nyl = M[y] ®a N — (MN)[y]

for M a right A-module and N a left A-module. For example, FFE, denotes
E ®4 E, according to our convention, but this is canonically isomorphic to
Ely] ®apy Ey, and the latter may be written E[y]E,. So we may write either
EE, or E|y|E, with equivalent meanings.

Extend x to End(E[y]) by z : ey — z(e)y™ and 7 to End(E?[y]) by 7 :
eey™ — T(ee)y™. The map s defined above in terms of x and 7 extends in
the same manner to a map in End(E?[y]). Note that we denote an arbitrary
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element of E[y] by the single letter ‘e’. Similarly an arbitrary element of E?[y]
is denoted by the doubled symbol ‘ee’; which may well not be a simple tensor
of the form e ® e. Later we will use ‘eee’ or ‘eee;’” as suggestive notation for
elements of E*[y], and so on.

Define § = 7o (Ex —y) € End(E?[y]). We also consider the extensions of x;
and 7; to E™[y], and then s; and ¢; defined by their same formulas but replacing
x with z; and 7 with 7;. Some important identities are quickly verified:

Lemma 2.5. We have

e 52 =1, so s is an isomorphism
e 02 =10, so d is an idempotent,

and we also have s? = 1 and §? = 6;.

We adopt a flexible notation y; = x;—y until §5. Here y; indicates (E/zE"—
y) for some 7, and context will determine the value of j. Note that §; = ;.

One may check that soxy = x1 0s and sox; = x5 0 5. It follows that s
exchanges vy, and y; and descends to a map:

s By @apy) Ely] — Ely] @ay) Ey-

So we have s : E? — E? a map of (A, A)-bimodules, and this induces s :
E?ly] — E*|y] as well as s : E,E — EE,, maps of (A[y], A[y])-bimodules.
Context will determine the domain and codomain for the symbol s.

Lemma 2.6. We also have:
e mod=som: E*y] > FE,.

We define projections m; : E"[y] — E"E,E™" = E"y|/(y;) by m =
EnirEi=1. The same names may be used for maps between products with
E, factors, for example m : FE, — E, I,

Given a module 4 M, its algebra of endomorphisms End 4(4M) will use the
traditional order of composition for multiplication: (f o g)(m) = f(g(m)).
Typically, but not always, ‘o’ is written to emphasize this convention. A
consequence is that for a ring A, the algebra End4(4A) is identified with A°P.

Given two complexes M, N of A-modules, we will write #om (M, N) for
the complex generated by homogeneous A-module homomorphisms from M
to N. In degree n it is given by homogeneous maps of degree n, and the
differential is d(f) = do f — (=1)/If o d for f a homogeneous map of degree
|f|. The notation Z*M refers to the degree i part of the kernel of d.

Given an algebra R, we write D°(R) for the derived category of bounded
complexes of left R-modules. A strictly perfect complex of left R-modules
is a bounded complex of finitely generated projective R-modules. The cate-
gory per R = Db(R) is the full subcategory of complexes quasi-isomorphic to
strictly perfect complexes. Given M € Db(R), we write (M)A for the smallest
triangulated strictly full subcategory of D(R) closed under direct summands
and containing M.

Lemma 2.7. We have (R)n = per R.
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2.4. Generalized matrix algebras and tensor product. Suppose we are
given k-algebras A and D, bimodules 4Bp and pCjy, and bimodule maps

AB®p Oy 5 A
pC®a Bp 2 D.
With this data we can define a new k-algebra R:
A B
n=(c p).
where multiplication of matrices is defined with the customary formulas using

the above bimodule structures and maps.
A right R-module consists of the data of M; a right A-module, M, a right D-

module, a map M; @4 B = M, of right D-modules, and a map M,®pC LA M,
of right A-modules, such that the latter two maps are compatible with ~;
and 9. Here compatibility with ~;, for example, means that the following
compositions agree:

M, ®4 (B®p C)
(M1®AB)®DC%M2®DCE’M1-

The data of a left R-module may be given in a similar form.
Let

Ida, ®m

M, ®4 A= M,

M= (M, M)

_ (M
v- (%)
a left R-module. Their tensor product M ®gr N may be formed as follows.
Consider the pair of maps given by the R action data:

be a right R-module, and

M; ®4 B®p No 2> My @4 Ny @ My ®p No
My ®p C @4 Ny S My ®4 Ny @ My ®p Ny

by Ig(m®b®n) =m®bn —m.b®n and likewise for I. Then we have an
isomorphism:

(M ®4 N1 @ My ®p No) /(I + Ic) = M ®g N.

Now let F' € Endg(N) be an endomorphism of left R-modules. It determines
an endomorphism Idy; ®g F' € Endy(M ®g N) which will be denoted M F. We
can study this on components as follows. There are induced endomorphisms
Fi € Enda(Ny) and F, € Endp(N;) given by restriction of F. These determine
endomorphisms M; F} € Endy(M; ®4 Ny) and MyF; € Endg(My ®p N»), and
M, Fy 0

0 M, F, of My ®4
N1®M®pNs. The property of full R-linearity of F' implies that this morphism
preserves the submodules Ig and I, and descends to the quotient M ®r N
where it agrees with M F.

these in turn provide together an endomorphism
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Lemma 2.8. In the notations used above, an element of Endx(M ®g N) of
the form MF for F € Endgr(N) is uniquely determined by the induced maps
M1F1 and MQFQ.

3. PRODUCT CATEGORY

Given a 2-representation V for A with U*-action data (E,z,T), we seek
a 2-representation for C' with data (E,f,%) to serve as the tensor 2-product
L(1)@ V. In this section we describe our proposal for the algebra C' and data
(E,%,7), and in the next section we study this data and verify that the nil
affine Hecke relations hold for  and 7.

3.1. Naive product category.

3.1.1. Naive product algebra B.
Definition 3.1. Let B be the k-algebra:

b= (A([Jy] AE[Z])'

Here the algebra structure of B is given by matrix multiplication, with the
(Aly], Aly])-bimodule structure of E, contributing for products with genera-
tors in Bjs.

A left B-module consists of a pair (%; ) of left A[y]-modules, together with
a morphism « : By ®ap,; My — M, of left Aly]-modules. A right B-module
is the data of a pair ( M N2 ) of right A[y]-modules, together with a morphism
B2 N1 Q®uapy £y — Nj of right A[y]-modules. It follows that a (B, B)-bimodule
can be written as a matrix of (A[y], A[y])-bimodules with accompanying maps
a and 3 giving left and right actions of F,. Such a matrix with «, 8 determines
a (B, B)-bimodule only if the actions commute. Usually this commutativity
is obvious and we do not bother to check it.

A complex of left B-modules is the same data as a pair of complexes of A[y]-
modules together with a morphism a of complexes; note that the differential
of E, ® M, for a complex (M,,d) is just £, ® d. Similarly for right B-module
complexes.

3.1.2.  Endofunctor E' of B-cpl.
Definition 3.2. Let E’ be the following bounded complex of (B, B)-bimodules

concentrated in degrees 0 and 1:

- (% ) (%)

Here the left action data ‘e’ for B generators in E, is given on the degree 0 part

as a matrix using the decompositions 0@ E, E[y]| and E[y]|@® E[y|E, by (39),

and on the degree 1 part by (Id(f v IdEOE ) The right action on the degree 0
Y=y

part is given by <IdE[0y]Ey (o]) and on degree 1 it is given by <IdE5’Ey Id(; ) The
Yy

T 7r®IdEy )

differential d is given componentwise by (0 -
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Tensoring by E’ on the left gives an endofunctor g E' ® — of the category
of complexes of B-modules. It is convenient to have a formula for the action
of this endofunctor on an arbitrary complex of modules:

Lemma 3.3. Let M = ((%;) ,a) be a complex of B-modules. The action of
the functor E' ®g — on M is given by:

My

M\ Yo || ElviM @ Bn-1]| (ElylacsM, 0
M2 ’ aolz‘wQ ’ O ]dEyM1
ElylMy @ M[—1]

Here the top and bottom rows express cocones of the maps mMy and oo wMs.

Remark 3.4. It may help motivation to consider the effect of E’ at the level
of the Grothendieck group when M; and M, are just modules, not complexes.
The following discussion is not intended to be precise or complete.

Suppose M; and M) are projective left A-modules, and R; and R, are
projective left k[y]-modules. Consider the projective left A[y]-modules M; =
Ry ®, M| and My = Ry ® M),. These are elements of the outer product of
categories (k|y]-proj) X, (A-proj). Suppose a : E,M,; — M; is given. Apply
E’ to ((%) ,a). The upper row is quasi-isomorphic to:

ker (E[y] M, LELS E, M) = (nE[y))M; = E[y|M; = Ry ® (E ®4 M),
where the first isomorphism follows by flatness of M;. Letting e denote the
action of £ on the Grothendieck group, we have (1®e¢)([R:] ®x [M{]) for the
upper row in the Grothendieck group. The lower row is the cocone of «, which
contributes [E[y]|Ms]| + [M;] in the Grothendieck group. Now recall that the
raising functor for £(1) is just k[y]. So:

My = (kly] @ 1) (R @ My),  [Mi] = (e®1)([Ri] @5 [M]]),

and we should interpret the copy of M; coming from the lower row in this way,
since the factor of k[y] in the Aly] = k[y] ® A of the lower left corner of B
is the higher weight copy. We also have [E[y]Ms] = (e ® 1)([R2] @y [M}]).
Finally, it is a fact that (e ® 1)([Rz] ® [M}]) = 0 because £(1) has only
two weight categories. It follows from these calculations that the action of
¢/ = [E'] on the Grothendieck group of the derived category has the form:

¢l((hn) @)l =[E(() )]
= (e®1+1®e)([M]] @ [Ra] + [M3] ®% [Rz]).

This agrees with the Hopf coproduct formula A(e) =e® 1+ 1 ®e.

Proof of the lemma. We first check that the matrix specifying the new E, ac-
tion gives a morphism of complexes. The diagonal coefficients of the matrix
give morphisms of the separate summands, and these commute with the differ-
entials on the separate summands. It remains to see that 7Moo E[y]aosMy =
Idg, My o Ey(a o mMs), and these agree because mE, o s = E,m.
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Now we compute the tensor product following the recipe of §2.4. We have:

My

(E[y]M1 @E[y]EyM2> /L & ((EyM1 @EyEyM2> /I{) [—1]

((A[y]M1 ® E, M) /15) [-1]

Here the submodule I; is generated by all terms of the form e ® a(e’,my) —
e®e ®@my for e € Ely|,e’ € E,,my € My. So every element of the quotient
has a canonical representative in E[y|M;, and the quotient is isomorphic to
Ely]M,. With analogous reasoning we see that the quotient by I is isomorphic
to E, M, that by I is isomorphic to E|y|M,, and that by I} is isomorphic to
M. The differential may be written before taking quotients as dM; on the
top and dM; on the bottom. The images of dM, in E,M, represent elements
in M; by way of o, and this determines the differential component « o wMjy
between summands of the bottom row.

Now we calculate the new E, action in order to view this as a complex of
B-modules. Using the description of the left B-action on E’, one sees that
the action on the left summand is by sMs,, which is represented in E[y|M;
through «, so the action written on the quotients as described above is given
by E[y]a o sMs. The action is obvious on the right summand. O

E'®QpM =

om M:
aomMp

(0@ ElyM:) /L &

3.1.3. Category per B and generator X.

Definition 3.5. Let X be the following complex of B-modules:
X =X1® X

- (1)

X, = E'(X)) = (E([)y] i AE[Z])

where X lies in degree 0 and X5 in degrees 0 and 1. The E, action on X is

given by E, ®ap,) Aly] = Ey, e®1— e.

One can see that X; = Be; and X, = E’eq, with e; € B the standard matrix
idempotent. Observe that there is a canonical right A[y] action on Be; and
on X; given componentwise.

Proposition 3.6. The complex X is strictly perfect and generates per B.

Proof. We can write X in terms of B:

Xl = Bel

Xo = Bey ®@a E — Bey,
where the differential is by 7 on the upper row. This is a complex of finitely
generated projective B-modules because 4 F is finitely generated and projec-
tive. So X is strictly perfect. To see that X generates per B, first note that

Be; = X; € (X)A. Now consider Be; ®4 E as a complex in degree 0. There
is a map of complexes Xy — Be; ®4 E given by the identity in degree 0 and
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by 0 in degree 1. Then Bey[—1] (a complex in degree 1) is quasi-isomorphic
to the cocone of this map. So Bey € (X)a. O

Recall our notation m; = E"'nE*"! . E"|y] - E"'E,E"" "

Lemma 3.7. The kernel of ¢ : E™[y] ek, @D E"E,E T s (yr .. yn) EMy].

Proof. We have assumed that E" is free as a P,-module. It follows that E™[y]
is free as a P,[y]-module. Let e € ker p. So m;(e) = 0 and therefore e € y; E"[y]
for each i € {1,...,n}. Let B be a basis of E"[y] over P,[y]. Write

l
e:ysz;(xh;xnyy)bj
7=1

for b; € B distinct and f;.' € P,[y]. It follows that y; f;.' = Uk ff in P,[y] for
each (i,k) € {1,...,n}*?2 and j € {1,...,£}. Then e = y;...y,e° for some
e® € E"[y] because P,[y] is a unique factorization domain and each y; is
irreducible. O

Lemma 3.8. The complex E' X5 is concentrated in degrees 0, 1, and 2:

X, - ((Ezm &, 5@ £, L0, EE) a)
(_ﬂ-’ﬂ-) ) )
0— Byl ® Bly) 7 B,

where
ag =10
ar= (")
ay = Idg, g,
Proof. Computation. The minus signs arise from shifting differentials. U

Proposition 3.9. The complex E'X is quasi-isomorphic to a finite direct sum
of summands of X.

We define two complexes of B-modules before proving the proposition.
Definition 3.10. Let R, X € B-cplx be given by

R (E%y] ), ppe EE) ,
0— Ely]® Ely]

Xf«W£%]ﬂ’%%

0 — Ely])’

both lying in degrees 0 and 1, and the E, action on R is by the canonical map
E,® (Ely]® Ely]) - E,E @ E,E,

and on X} by the canonical map £, ® Ely] — E,E.

Lemma 3.11. We have that X} is a finite direct sum of summands of X,
and hence of X.
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Proof. Observe first that X ® 4 F is a finite direct sum of summands of X
because 4 F is finitely generated projective. (Here we use the componentwise
right A-action on X5.) Using the formulas

Tr9 O 0= T2,
oo (1 —19) =0,
and § - (1 —0) = 0, one has the decomposition of Xy ®4 E:

X, @4 E = (Ezo[y] i gziﬁ)
_ <6~E02[y] - gy[ﬁ)@(“‘5>o‘ E2[y]>‘
U

The matrix algebra structure of the nil-affine Hecke algebra gives the fol-
lowing isomorphism of left A[y]-modules:

E?[y] (T;T)’ Ty B [y] ® Ty E*[y].
Lemma 3.12. There is an isomorphism R — X}, ® X, in B-cplz given by the
above isomorphism on the degree 0 term of the upper row, and the identity on

all other terms. So R is a finite direct sum of summands of X5, and hence of
X. In particular, R s strictly perfect.

Lemma 3.13. There is a quasi-isomorphism R o, E' Xy determined by

Idgap,) on the degree O term of the upper row and (% _%1) on the degree 1

term of the lower row.

Proof. We first check that the map is a morphism in B-cplx. The matrix
of the morphism on the degree 1 part of the upper row, as determined by
equivariance over generators of B in £, is given by (If so(mf,wl)). Observe
that:

Idom +0o0my 07T = mo;

somg 4+ S0 (rg—x1)0omoOT

=mos+ (ry —mxy)osomoT

=mos+mo(r;—xz)080T

=7rlo<(a:2—x1)o7'+1d

+(x1—:c2)o((:c2—:c1)07+1d)OT> = .

This shows compatibility with the differential from degree 0 in the upper row.
The other compatibility checks are easier.

Now we show that the map is a quasi-isomorphism. The lower row of £’ X5
has H! given by:

{(e1,e2) € E[y]®* | e1 — e3 = e for some e € E[y]}.
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This is also the image of the (injective) map from R in degree 1 of the lower
row. The upper row of E'X, has H® = ker(d°) = y,192E*[y] by Lemma 3.7.
The cohomology of the upper row of R is computed as follows. We have an
isomorphism:

E2ly] = ty B*[y) © —yam E?[y].
Notice that my o 7 vanishes on the first summand, and my vanishes on the
second. Then one may compute:

ker (91 E*[y] > EyE) = my192E*[y] < 112 E*[y]
and
ker(—y2TE2[y] % Ty1E2[y] = EyE) = —y27y1y2E2[y] - y1y2E2[y].

So
ker ((2r)) < 1y E[y].

The reverse inclusion is obvious, so H® of the upper row is y1y2E?[y]. This
shows that Idgep,) induces an isomorphism on homology in degree 0 of the
upper row. Using the decomposition and inspecting the maps above, we also
see that d° on the upper row of R is surjective. Finally we consider H' of
the upper row of E'X, and show it is zero. (Clearly the H? is zero.) Let
(eeq,ee) € E,E ® EE, be in ker(d'), i.e. such that m(ee;) = ma(eey). Then
ee; = eex+ (Ex—xzE)ee for some ee® € E*. (Note that E,F, =~ E?/(Ex—zE)
where y acts by Fx or xE.) Then consider ee; + (Ex — y)ee® € E?[y]. The
differential d° sends this to ee; in E,FE and to eey in EE,,. ]

Proof of Proposition 3.9. The proposition follows from the preceding three
lemmas. U

Corollary 3.14. Tensoring with gE' gives an endofunctor E'®p — of per B.

Proof. We know that X € per B, and it follows from Prop. 3.9 that F'®pz X €
per B. The corollary follows because X generates per B. U

Remark 3.15. We do not know that £/ ®p — on K°(B) is exact, so we do not
know that it descends to an endofunctor defined on all of D(B).

3.2. Bimodules G,,. The constructions of this paper make use of certain
bimodules that we describe next.

Definition 3.16. Let G, denote Hom g (g (Xo, E™X71).

Every G, has the structure of (G5*, A[y])-bimodule by pre- and post-composition.
Here we understand A[y] = End j(5)(X1)°P and use functoriality of £’ for the
action. Note that Gy = Homgs(p) (X2, X2) has an algebra structure, and the
right regular action of G3° on G extends the right A[y] action.

In this section we gather some facts regarding these bimodules and give
concrete presentations in small cases that are easier to handle. Given n €
{1,2, 3,4}, we define G,, as an (A[y], A[y])-sub-bimodule of

E" 'y]®" @ Homa (4 E, E")[y].
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(By E°[y] we mean A[y].) We give isomorphisms G, — G, for such n. These
isomorphisms induce left GiP-actions on G, that extend the left A[y]-actions.
In future sections we do not distinguish G,, from G,, and write only the former.

Definition 3.17. Define the following (A[y], A[y])-sub-bimodule of A°P[y]®
EIldA<AE) [y]:

G, = <(6, ©) € A%®[y] @EndA<AE)[y]'
= _0+1y1¢

for some ¢, € EndA(AE)[y]>.

This bimodule also has a k-algebra structure with componentwise multiplica-
tion (using the opposite multiplication on generators in A[y]).

Note that G contains a copy of A°P[y], namely the subspace with ¢ = _.6.
Proposition 3.18. There is an isomorphism of (Aly], A[y])-bimodules G —>

Gy determined by:
o0~ ((3) ~ (0")

Here (e,0) € E|y|®E, is an element of the upper row of Xo, with e in degree 0
and 0 in degree 1. Analogously with the lower row. This isomorphism respects
the k-algebra structure.

Proof. The condition ¢ = _. + y;¢; in the definition of G, is equivalent to
the statement that the morphism given as the image of (6, ¢) defined in the
proposition has zero differential. O

Definition 3.19. Define the following (A[y], A[y])-sub-bimodule of E[y]®?®
Homy (4 E, E?)[y]:

Gy - << 2,€) € E[y]® ® Homa(4E, E?)[yJ\

€1 — €2 = y16’/
§=_®e + &
=i(_®e2) + 112

for some €’ € E[y] and & € Hom4 (4 F, EQ)[y]>

Proposition 3.20. There is an isomorphism of (Aly], Aly])-bimodules Gy —>
Gy determined by:

et~ ((0) = (6479)

Proof. Use the description of E'X; in Lemma 3.8. As in Prop. 3.18, the
condition of the definition of G4 is equivalent to the statement that the image
of (e1,e2,€) has zero differential. d
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In order to parametrize G'3, we compute the components of E?X, = £ X,
in degrees 0, 1, and 2:

F?ly| - E,FE®EE,E®EEE, — E,E,E®E,FE,®EE,E, — ...
0 - Eylorylerly -  EEQEE,QEE, —... '

The upper left differential map is (73, 72, 71). We don’t make use of the upper
right. The bottom right differential map is given by the matrix:

—T9 Up) 0
—T1 0 7T105
0 —T T

Definition 3.21. Define the following (A[y], A[y])-sub-bimodule of E?[y|®*®
Homy (4 E, E3)[y]:

Gy = <(661, eey, ees, ) € B2 [y|®’ @ Homa (4 B, E°)[y]

ee; — eey = ypee’
ees — eey = yree’
d(eez) — ee; = yree”,
X = -®eer +Ysxa
= 0E(-®eea) + yax2
= FEjodE(_®ee3) + y1X3

for some ee® € E?[y] and y, € Hom4(4F, Es)[y]>

Proposition 3.22. There is an isomorphism of (Aly], Aly])-bimodules G —>
G3 determined by:

) (x(e),0,...)
D=0 )

Proof. The condition of the definition of G5 is equivalent to the statement that
the image of (eeq, eey, ee3, ) has zero differential. O

(eer, eeq, ee3, X) > ((ES,
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Definition 3.23. Define the following (A[y], A[y])-sub-bimodule of E3[y]|®'®
HOIHA(AE, E4) [y]

Gy = <(6661, eeey, eees, eeey, ) € E*[y]®* @ Homu (4 E, EY)[y]

eeez — eeeq = yleee(l)

eeey — eeeg = ygeee(2)

Ed(eeey) — eeeq = y1€€€(3)
eee, — eces = yseeelV
eee; — 0B (eees) = yqeece®
eee; — 0F o BEd(eee;) = yreee®
P = _®eeey + ysn
= 0E*(_® eces) + ysihy
= ESE o §E*(_® eees) + yax3
= E?0 0 BOE o SE*(_® eeey) + Y1 X4

for some eee® € E3[y] and 1, € Homy (4 F, E4)[y]>

Lemma 3.24. Under the conditions on eee; in the definition, there is a unique
eee € E3[y| such that:

eee® — eee® = 1y3€ee,
eee™ — 7 E(eeey) = yeee.
Proof. Subtracting two equations from those conditions:
Yo (666(5) — 666(2)) = eeey — eeey — YysTE (eees)
=3 (666(4) — TE(eees))

By Lemma 3.7 we know there is some eee satisfying the claim. It is unique
because the y; are injective. 0

Proposition 3.25. There is an isomorphism of (Aly], Aly])-bimodules G4 —>
Gy determined by:

(¢¥(e),0,...)
(eeeq, eeeq, ecey, ecey, 1)) — (Eg’ (B) — (0 <§§§) o)

Proof. The reader may compute the first terms of EX; and show that the
condition of the definition of G4 is equivalent to the statement that the image
of (eeq, eeqy, ees, eeq, 1)) defined in the proposition has zero differential. There
is some ambiguity in the order of summands in degree 1 of the lower row.
The convention we have used is that the first summand arises from the latest
application of E’ which moves a term from degree 0 of the upper row to degree
1 of the lower (and increments the exponents on existing terms in the lower
row). O
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It will be useful to describe alternative, equivalent, conditions defining Gy
and (3. It is sometimes easier to work with them.

Proposition 3.26. Given (e, es,€) € E[y|®? @ Homa(4E, E?)[y] with e; —
e = y1€’, the following conditions are equivalent:
§=_®e1+ Y21
=6(-®e2) + y1&o
for some & € Homa (4 E, E*)[y]

and
§=_®e + &
& =7(®e) + p€
for some £ € Homu (4 E, E*)[y].

When these conditions hold, the & and &' are uniquely determined by the data
(617 €2, 5)) and 52 =_® e + y2£/-

Proof. Suppose the first condition holds. Using 6 = yo7 + Id and e; — ey =
(x — y)€e’, we can rearrange the first equality:

_®er + Yl =il + (L ®er) + - ® e,
from which

yz(fl —T(_®€2)) = y1<£2 —_®e’>.

By Lemma 3.7, the image of £, — 7(_®e) is in y1y2 E*[y]. We can then make
the following definition:

&=y (6 —T(-®e)).
The second condition and the final claim follow from this.
Starting now with the second condition, plugging the second equation into
the first, we find:
E=_Qe + y2(7'(-®62) + ylfl)
=0(-®e2) +-® (e1 — €2) + yayn &’
=0(-Qe) +y1 (- @€ + yaf).

This is the second line of the first condition, and it establishes the final claim.
The uniqueness claims are clear. O

Proposition 3.27. Given (eey, eey, ees, x) € B[y @Hom (4 E, E3)[y] with

(3.1) ee; — eey = ypee’
(3.2) ees — eey = yree”
(3.3) d(ees) — eey = yree”,
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the following conditions are equivalent:

X =-®eer +ysxa
=dF(_®eea) + yaXa
= FEdodE(_®ee3) +y1x3
for some x, € Homa (1 E, E*)[y]

and

X = -®eer + ysxi
x1 =TE(®eer) + y2xi
X; = EToTE(_®ee3) + yi1X”

for some " € Homa(4E, E®)[y].

When the conditions hold, the x, and X" are uniquely determined by the data
(eey, eeq, ees,X), and there is a unique ee € E*[y] such that

T(ees) — ee’ =y ee
ee” — ee” = yyee.
Define a map x4y = —_®ee + ysx”. Then we also have
X2 = ET o dE(_®ee3) + y1 X5
and
X3 = —0E(_®ee") + ya X5

Assuming x = _® eey + ysx1, the other two conditions together are equivalent
to a single condition on xi:

x1=-TEy(-®ee") + Ed o TE(_® ees) + yayr X"

Proof. Suppose the first condition holds. Equating the first two formulas for
x in the first condition and using 0F = y37F + Id gives:

_®eer +ysx1 = y3TE(L®eer) + - ® eex + yax2
thus
y3(X1 - TE(_®€€2)) = yz(x2 — _®ee’).

By Lemma 3.7 again, the image of this function lies in yoy3E*[y], and since
each y; is injective, we can define a new function x} such that:

X1 = TE(L®eez) + y2X]
X2 = -®e€ +ysx;-
Equating now the second and third formulas, we have:
Yo ET 0 dE(_®ee3) + E(-®ees) + y1xz = 0E(_® ees) + ya X2

SO
y2(x2 = ET 0 0E(-®ee3)) = y1(xs + 0E(- @ ee”)),
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so for some Y}, we can write:
Xe = ETodE(_®ee3) + yi1Xs
X3 = —0E(_®ee") + yax5-

We will need a fact derived from the relations (3.1)—(3.3) of the ee*. Adding
the first and third relations and subtracting the second yields

y1(e€” — ee”) = ya(7(ees) — ee’),

from which we see there must be a (unique) €€ with
T(ee3) — ee’ =y ee
ee” — ee” = yyee.

This gives the third claim of the proposition.
Equating now the two formulas we derived for ys:

ysET o TE(_®ee3) + ET(_Qee3) + y1xy = - ® €’ + ysx}

SO
ys(xi — EToTE(_®ees)) = yn(xo + - ®2e).
Therefore

X| = EToTE(_®ee3) + y1}”
Xy = —_@€€ + ysx”

for some \”, as desired.
In the reverse direction, starting with the second condition, plugging the
and x) formulas into the first y formula gives:

X =_Q®ee; + 13 (TE(_® ees) + yo(ET o TE(-® ees) + ylx”)>,
SO
X —0E(_®eey) = _® (ee; — eey)
+y2(ET o TE(L® ee3) + y1X")
= Yy (_® e’ + EToTE(_®ee3) + ylx”),

as desired. Similarly:

X—EdodE(_®ee3) = x —ysya ET o TE(_® ees)

—ysTE(_®ee3) — ES(_® ees3)
-®eer +y3 (TE(_ ® eeq) + Z/ly2X”)

—ysTE(_®ee3) — E§(_® ees3)
= _® (eer — d(ees)) + 1 <—y37E(_ ®ee’) + y2y3x”>

=1 <—- ®ee" —ysTE(-®ee”) + yz?/sX”)-

The final statement of the proposition is a rearrangement of the second and
third equalities of the second condition. 0

Remark 3.28. We will not need to use alternative conditions for G,, for n > 4.
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3.3. Product category C-mod. Let C' = End, 5(X)°®. We ‘change basis’
from Bei@Bes to X1@DXs, i.e. from complexes of modules over B to complexes
of modules over C. This is performed by #Zomp(X, —):

~

Homp (X77)

per B per C),

which is a restricted Rickard (derived Morita) equivalence. It has an inverse
given by X ®c —. Under this equivalence, the action of g’ ®p — on per B
translates to ¢ E ®c — on per C, where E is a (C, C)-bimodule that is finitely
generated and projective on the left. Our main theorem says that Bimy(C') has
the structure of 2-representation of U™ using F. In this section we describe C
and the derived equivalence in more detail.

3.3.1. New algebra C. Let € = &ndp(X; @ X3)°P be the dg-algebra of endo-
morphisms of X (with left-to-right composition).

Definition 3.29. Define two (A[y], A[y])-bimodules:
Gy = Aly] ® Homap (ap Ely], Ely])

and
G = Homapy (ap Ely], E,)-

The complex &ndp(Xs) is given in degrees 0 and 1 by
G/ d_O) Gl/
1 1
where
d°((0(y),¢)) = mop —7(=).0(x).

The direct sum decomposition X; @ X, provides a matrix presentation for
% with (gz’j = %omB(Xi,Xj).

Definition 3.30. Let F' denote the (A, A)-bimodule
F= HOHIA(AE,A).
Note the canonical isomorphism

Homu (4 E, A)ly] = Homapy (a1 Ely], Aly])

that exists because 4F is finitely generated. Since 4£ and 4 E|y| are both
finitely generated projective, we also have canonical isomorphisms of functors:

HOHIA(AE, —) = HOmA(AE, A) X4 —
Hom g1 (a1 Ely], —) = Homap, (ap Ely], Aly]) ®apy) —

Proposition 3.31. The algebra € is isomorphic to a generalized matrix al-
gebra of complexes concentrated in degrees 0 and 1:

Aly] E[y]ol’Ey -~ ¢ 612
Fly] G5 qpe Cn Cn)

1

The map is given on components by:
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o for €
e () 6)
o for €ia:
(Ely] - E,) 3 (e,¢) > (((1)) . ((eb e’)))
o for €a: . (((6,10)) = (fé@))
o for

(G — GI®) 5 (6, ), ") — (((6,10>) . ((so/(e% (e so”)(e)))) |

Proof. Computation. O
Definition 3.32. Let C' denote the k-algebra End g (zy(X ).
Sometimes we consider C' to be a dg-algebra concentrated in degree 0.

Lemma 3.33. The projection Z°(€¢) — H°(%€) = C is an isomorphism. Its
inverse gives an injection C' — € which is a quasi-isomorphism of dg-algebras.

Proof. The first claim follows because % lies in degrees 0 and 1. For the second
claim we just need that H'(%¢) = 0. It is clear that the map 7 : E[y] — E,, is
surjective. We can see that d° is surjective as well: since Ay Ely] is projective,
Hom g, (apy Ely], —) is exact, so

Hom ) (ap) Ely], 7) - Homapy) (ap Ely], Ely]) — Homag) (ap Elyl, Ey)
is surjective. U
The injection of the lemma gives a right action of C' on X.
Lemma 3.34. The algebra C' is isomorphic to a generalized matrix algebra:
(A[y] ylE[?J]) -~ <Cn C12>
Fly]  GP° Cor Cyp )’
with component maps given by (restrictions of ) those in Proposition 3.31.

Proof. We have d°((6,¢)) = 0 exactly when ¢ = _.6 + y;¢’ for some ¢’ €
Hom gy (ap E[y], Ely]), and it follows that the map to Cy, is an isomorphism.
O
3.3.2. Derived equivalence. Since X is strictly perfect, the triangulated functor
Homp(X,—): K'(B) - K*(O)
descends to the derived categories and resolutions are not needed:
Homp(X,—): D"(B) — D*(C).
Since X generates per B, it is perfect as a right %-dg-module, and then also as

a complex of C-modules because the inclusion C' — % is a quasi-isomorphism.
It follows that the functor restricts to a functor

Homp(X,—) : per B — per C,
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and this is essentially surjective because C'is in the essential image. To show
that the functor is fully faithful, it is enough to check endomorphisms of X
and its translates, since X generates per B. The induced map:

HOme(B) (X, X[’l]) - Home(C)(éandB(X), éandB(X)[z])

is an isomorphism for all ¢: with ¢ = 0 both sides are canonically isomorphic
to C', and the map induces the identity on C; with ¢ # 0 both sides are 0.

The endofunctor E' ®z — on per B induces an endofunctor on per C' using
this equivalence: first apply X ®¢ —, then E’ ®p —, then Somp(X, —).
Since X is finitely generated and strictly perfect, this induced endofunctor is
isomorphic to Zomp(X, E'X) ®c —.

Remark 3.35. In the above context a theorem of Rickard shows that Zomp(X, —) :
D*(B) — D®(C) is also an equivalence of categories. We do not know E'®p —

to be exact, however, so we use the restricted equivalence of perfect complexes,
and the full version of Rickard’s theorem is not needed.

Definition 3.36. In §3, let & denote the (C, C')-bimodule complex s€omp(X, E'X).
Then we have the following:

Proposition 3.37. For each n, the morphism of (C,C) bimodule complezes

n-times
——N——
£®C - '®C & — %”omB(X, E/nX)

given by
fl - ®fn — Emil(fﬂ) OEln72(fnfl) 00 fl

s a quasi-isomorphism. These maps give the vertical maps in diagrams of the
following form, which commute:

Homp(X, B'X)®" @c #omp(X,E'X)®" —————— Homp(X, E'X)®nm

| l

r}iﬂOTnB()(7 E/nX) Rc ’%OmB (X, E/mX) fQg—E"(g)of %OmB (X, E/n+mX).

Proof. All diagrams contained in the following diagram commute, up to canon-
ical isomorphisms in per B and per C":

Homp(X,—)
per B_———" per C
X®c—
E/®B_l léa(@c—
%OmB(X?_)
per B_———" per C
X®c—
El@B_l l@0®c—
%OmB(Xz_)
per BZ——7"perC
X®c—

This gives the first statement of the proposition. The diagrams commute
by functoriality of E’. O
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3.4. New bimodule E.

3.4.1. Definition of E. Now we define the lead actor of this paper.
Definition 3.38. Define a (C, C')-bimodule:
E = Hom ) (X, E'X),

with left C' action given by precomposition with ¢ € C, and right C' action
given by post-composition with E’(p) for ¢ € C.

Lemma 3.39. For each n, the complex 7omp(X, E™X) of (C,C)-bimodules
1s concentrated in nonnegative degree.

Proof. The lower row of E™X has components in degrees at least 1, and the
upper row has components in degrees at least 0. This is shown by a simple
inductive argument using the formulas for X and E’ in §3.1.2. It follows that
there are no nonzero morphisms in .7Zompg(X, E™X) of negative degree. [

Proposition 3.40. The complex & = H#Homp(X, E'X) of (C,C)-bimodules
has cohomology concentrated in degree 0.

Proof. We consider separately the matrix components J€omp(X;, E'X;) :
o omp(Xy, E'X;): since X; = Be; this is isomorphic to e; £’ X; which is

Ely] & E,, and 7 is surjective.
e #omp(X,, E'X,): this is isomorphic to e; B2 X1, which is

T2
el Y g re s, L0 B p,

The second map is clearly surjective. Its kernel consists of pairs (eeq, eey) €
E? such that ee; — eey = (Ex — xF)ee® for some ee® € E?. Such a pair is
the image of eey + (Ex — y)ee® in E?[y].
o #omp(Xs, E'X): this is isomorphic to 63, and we saw that d° is surjec-
tive.
o omp(Xsy, E'X5): this is isomorphic to Gf 2, GY LR G4, where
Gy = Bly]® @ Homapy (apy Ely], E*[y])
G5 = By ® Homap (ap Elyl, E,E ®© EE,)
5 = Homup (ap Elyl, EyEy),
with
d’ (e1,€2,§) — (W(ez —e1),(mo&mo 5))
dt: (e,(€€") > —m ol +mol"
It is easy to see that H' = 0 and H? = 0 by applying the exact functor
Hom apy) (a1 E[y], —) to the sequence considered in the second bullet.

O
Corollary 3.41. The surjection
Z°H#omp(X,E'X) — H' #omp(X,E'X) = E
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1 an isomorphism. Its inverse gives an injection
E—¢&
which is a quasi-isomorphism of complexes of (C, C)-bimodules.

Remark 3.42. Whereas E’ is a complex of bimodules, F is just a bimodule.
This observation is the starting point for our construction. The basis X; ® X5
is designed to be more compatible with the ™ action in this sense.

Lemma 3.43. As a left C-module, E is finitely generated and projective.

Proof. In Prop. 3.9 we saw that £'X is quasi-isomorphic to a finite direct sum
of summands of X, so ¢F is a finite direct sum of summands of C. O

Lemma 3.44. The map E" — #omp(X,E™X) of complezes of (C,C)-
bimodules given by

f® @ fur E" o) o " (fua) o0 fi
1S a quasi-isomorphism.
Proof. Use a copy of the morphism
o

from Corollary 3.41 onto each factor of the product on the left in Proposition
3.37, and the fact that F is finitely generated and projective on the left. [

Lemma 3.45. The maps of Lemma 3.44 induce isomorphisms of (C,C')-
bimodules )
En :’ Home(B) (X, E/nX)

making the following diagrams commute:

En ®C Em ~ N En+m

| |

Homy(p) (X, E™(X)) ®c Homg (g) (X, E™ (X)) —— Hompgp) (X, B (X)).

Proof. By Lemma 3.44, the cohomology of s#omp(X, E™X) is concentrated
in degree 0. By Lemma 3.39,

Z°#omp(X,E"X) = H* s omp(X, E™X).

So the degree 0 part of the map of Lemma 3.44 is an isomorphism from E™ to
Z° A omp(X, E™X), which is Hompup) (X, E™X). The diagrams commute
because the morphisms are restrictions of the morphisms of Proposition 3.37.

O

Definition 3.46. We let E~Z; denote Hom sv(p) (X, B X).

Defined in this way, E{; lies in Hom g p)(X, E™X), not in E™, but we
consider it also in the latter through the isomorphism of Lemma 3.45.
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3.4.2.  Some low powers of E. The bimodule E can be presented as a ma-
trix with 7j-component Eij given by Homgu(p) (Xi, E'X;). This component
is an (End(X;)°, End(X;)°?)-bimodule. Recall that End(X;)%® =~ A[y| and
End(X5)°P >~ G{°.

Lemma 3.47. We have
(y1---ya) E"[y] — Home(B) (X1, E"X),

where yy ... ype is sent to the map in K°(B) determined by:

((1)) -~ ((yl...yn%o,...,o))

Proof. Computation. Note that £ X, has just one term in degree 0, which is
E"[y] in the upper row. The differential of £ X; out of this term is the map
whose kernel is computed in Lemma 3.7. O

Proposition 3.48. We have:

Yo Y Byl yr g BTy ~ Eﬁ E{Lz
Gn GnJrl Egl E5L2 ’

where the maps on the upper row are from Lemma 3.47, and on the lower they
are from the definition of G,.

Together with Lemma 3.45, this gives a parametrization of E”. We may
record the matrix presentations for the first few powers:

ylE[y] ylygEz[y] ~ B
Gy Gy ’

B[yl yipeys B[yl ~ o
G G ’

y1y2y3E3[y] y1y2y3y4E4[y] =, B3
Gs G4 '

4. HECKE ACTION

In this section we introduce (C, C')-bimodule endomorphisms & of E and 7
of E?, and show that they satisfy the relations of U™.

4.1. Definition of the action. In §4.1.1 we give formulas for endomorphisms
of the separate components of E and E2. A few lemmas are needed first in
order to show that the formulas are well-defined on components of the form
G, n=1,2,3. Then in §4.1.2 we argue that these componentwise definitions
jointly determine a morphism of (C, C')-bimodules.
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4.1.1. Formulas for & and T.

Lemma 4.1. Let (0, ) € Gy < A®[y| @ Homa(4E, E)[y]. Then (y8,20¢) €
Gi.

Proof. Compute:

rop—yd=x(_0+yip1)—yb
= yl(_.9 + ZE'QOl)

O

Lemma 4.2. Let (e1, e9,£) € Go < E|y|®*®Homa (4 E, E?)[y]. Then (yey, req, vEo
g) € G2 and (6’,6’,7’05) € GQ.

Proof. For the first claim, compute:

rEoé —_Quei =rEo(L®e; +1é) — -Que
= p(-®e +xE0&),

and

tE o —0(_Quey) =xEo (§(_®e2) + 11&) — d(- @ ze)
=00 Fr(_®e) —1y1(_®ea)
+yrE o — 0(-® wey)
=y1(—®ey + xFE 0&).

For the second claim, use the alternative characterization of Gy as given in
Prop. 3.26, and compute:

Tol =T1(_®e1)+ Ty

®e1) + s — &

®e1) + 1Tyl — &
(e1 — 62)) + Y1y’

= 7y1(-®¢€) + yryarE

= _®¢+ (L) +ur).

[
\]

7(-
=7(-
(-
7(-®

The last line has the form of an element of G,. ]

Lemma 4.3. Let (eey, eey, ees, ) € Gy < E*[y]®* @ Homu (4 F, E3)[y]. Then
(e€/,ee' T(ee3), TE o x) € Gs.
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Proof. We use the alternative characterization of G5 as given in Prop. 3.27,
and compute:

TEox =TE(_®eer) + TEysx1
=TE(-®ee1) —x1 +y2aTEoxa
=TE(®ee1) — X1+ 427 By (BT 0o TE(_Q €e3) + y1X”)
=TE(_®ee1) — x1

+ (y2y37E + o) - (ET o TE(® ee3) + y1X")

=T7E(_® (ee; — eey))

+ you3 (TE oEToTE(_®ee3) +y17E o X”)
=T7Ey(_®ee)

+ Yoy3 (ET oTE(_®ee') + EdoTE(_®€e) + yTE o X”)
=_Q®ee +ys

(E5 oTE(_®e€) + y2(ES o TE(_®€€) + y1yoTE 0 X”))
= _®ee + ys

(—TEyl(_®@) + EdoTE(_®T(ee3)) + y1yeTE © X”)-

The last line has the form of an element of G3, namely (e€’, e€’, 7(ee3), TE o
X)- O

The element (eeq, eeq, ees, x) € G5 is associated (by Prop. 3.27) with further
data that has been notated ee’, €€, xy, X}, and x”. We record the corresponding
data associated with (e€’,ee’, 7(ee3), TE o x) using the notation € and Y for
the new versions:

ee =0

ee’ =ee

éé"’ — @
ee =0,

and

X = (e€',e€’, T(ee3)

X1 = —-TEy(_®ee)+ EdoTE o ET(_® ee3) + y1y27F o X"
X2 = ETod0E o ET(_®ee3) + y1y37FE o X'

X3 = —0E(_®%ee) + yoy37E o }”

Xy =EroTEoEr(_®ee3) + y17E o X"

,TE 0 X)

X// — 7_El OX”,

Now we give componentwise formulas for # and 7. These formulas are well-
defined on Eyy, Esy, E2,, and EZ, by the lemmas above.

Definition 4.4. We define the action of # on E as follows:
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on EH: T acts by x

on Elgi T acts by *F

on Ey: & acts by (6, p) — (y8,x 0 @)

on Ey: & acts by (ey, e, &) — (yey, zes, xE 0 €).

We define the action of 7 on E? as follows:

on E2: 7 acts by 7

on E%: 7 acts by 7E

on E3: 7 acts by (e, e5,€) — (¢/,¢/,70&)

on E2,: 7 acts by (eeq, eeq, ees, x) — (e€’, e, 7(ees), TE o x).

Lemma 4.5. The formulas for & give a (C,C)-bimodule endomorphism of E.

Proof. Recall the definition of the complex E’ of (B, B)-bimodules in §3.1.2.

There is an ((A([)y] A?y]) , (A([]y] A([)y]>)—bimodule endomorphism 2’ of E’ given

componentwise in degrees 0 and 1 by (A[y], A[y])-bimodule endomorphisms:

, [z xE, , [z zE,
o=\o 2 )0 Ty 2 )

The relation so Eyx = xE,0s may be used to check that z{, and x together give
a morphism of complexes of (B, B)-bimodules. This map induces a (C,C)-
bimodule endomorphism of Hom g5y (X, £'X) that agrees with the definition
of . O

It follows that # induces endomorphisms ZF and E#. For future reference
we write the formulas for those:

Proposition 4.6. The formulas for & determine the following formulas for
TE and E% on E?:

o on E}: ZE acts by 2 and EF acts by Ex
on Ef,: ZF acts by *E? and E7 by ExE
on E3: TE acts by

(e1,€2,&) — (ye1,xeq, xE 0 &)
and EF by
(6176275) — ($€17y€2,E35 05)

on E2,: #E acts by

(ee1, eeq, ees, X) — (yeey, xE(eey), vE(ees), xE* o )
and EF by

(eeq, eeq, ees, x) — (vE(eey),yees, Ex(ees), ExE o x).

Proof. Use Lemma 3.45, in particular the diagram in the case n = m =1. [0
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4.1.2.  Bimodule structure of E* and equivariance of 7.
Lemma 4.7. The formulas for 7 give a (C, C)-bimodule endomorphism of E2.

For the maps we defined on components of E?2 to determine jointly a (C,C)-
bimodule endomorphism 7, they must be equivariant with respect to the left
and right C-actions. In order to check equivariance, we write formulas for the
actions of the generators in C' in the following four lemmas. The reader may
verify these formulas from the various definitions.

Lemma 4.8. Generators in Aly] c C act on the right on E?, in terms of the
separate bimodule structures of Efj, as follows:

® E121 ® Aly] — E121 by
192 [y] @apyy Aly] — m1y2E2[y]
y1y2ee ® 0 — y1ysee.6.
® E~§1 ®A[y] - E221 by
G2 @apy Aly] — Go
(6’1, €2, f) ®0 — (61.9, ‘32-9>€(—)-9) .
They act on the left as follows:
o Alyl® B} — E3 by
Aly] ®agy y1v2E*[y] — v1y2E°[y]
0 @ y1y2ce — y1ya0.ce.
b A[?J] ® E122 - Efz by
Aly] ®apy) y1v2u3 B [y] — n1y2ys E*[y]
0 @ y1y2yseee — y1ya2ys0.cee.

Remark. We may confirm that the image of the action map E3, — E3, pre-
serves the conditions for Ga:

59 — _® 61.9 = y2§1.9,
51.9 = 5(_® 62).9 + (y1£2)9
= 5(_® 62.9) + y1(§2.9),

and the e, relation:

e1.0 — ey.0 = y1€’.0.
Lemma 4.9. Generators in G;* < C' act on the right on E? as follows:
® E122 RGP — Efz by

n1Y2ys E°[y] @cee G — y1yays E°[y]
yiyayseee ® (0, ) — E*p(y1yayseee)
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® E222 ® G — E222 by
Gs e G — G
(ee1, eea, ee3,X) @ (6, ) — (Eg(eer), Ep(ees), ees.0, E>p o) .
They act on the left as follows:
o G"® LY — L by
G @gor Gg —> Go
(0,0) ® (e1,€9,&) — (0.€1,0.2,& 0 )
°« GY'® E222 - E222 by
G ®gew Gy — Gy
(0,0) ® (ee1, ees, ees, x) — (0.ee1,0.eeq,0.ee5,x 0 ).

Remark 4.10. We may confirm that the image of the right action map E222 ®
G* — E3, preserves the conditions for G:

E*pox =_-® By(eer) + Ep(x — -®eer)
= _® Byp(eer) + ys(E*p o xa1),
E*poxi=TE(-® Ep(ees)) + yaB%p 0 X}
=TE o E*(L0 +y101) o (L®eey) + 42 E*po ),
E*pox) =E*(_0)oEToTE(_®ees) + y1E*p10X) + y1X".0
= ETto7E(_®ee3.0) + 11 (x”.9 + E?%p; 0 X’l)
And the ee, relations:
Ep(eer) — Ep(ees) = yaEip(ee’),
ees.0 — Ep(eez) = (ees — eea).0 — y1 Epi (eer)
=y (ee".0 — Epi(ees)),
d(ees.0) — Ep(eer) = yat(ees).0 + (ee3 — eer).0 — y1 Epy(eeq)
= yo7(€e3).0 + yree”.0 — ysee' .0 — y1 Epy (eey)
= y1 (y2€e.0 + ec”.0 — Ep(eey)) .
Similarly we may confirm that the image of the left action map G*®FE3, — E3,
lies in G:
op=p(-)®@er+pbioy
= _®b.e1 +ya(p1(—) ®er + & 0p),
SLlop+pi(—)®e=7(®e)op+ymlop+pi(—)®e
= 7(c®0.62) + Y2 (p1(—) @ e2) + 11§ oo+ 1 (—) ® ey
=7(-®0.e2) + y1 (T(p1(—) ®e2) + 1 (—) @€ +E 0 ).

And the e, relation:
9.61 — 9.62 = y19.e’.
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And the image of the left action map G® ® E3, — E2, lies in Gs:

Xop=p(—)®eer +ysx10p
=_®0.ce; + ys(% ®eer + x1 0 90)7
X100 =TE(_®60.ee5) + TEys3(p1 ® eez) + yaX] © #,
p1®ee; + x10¢0 =TE(_®0.cen) + yg(TE(<p1 ®ees) + p1 ®ee’ + x] o go),
Xiop=FEToTE(_®0.ce3) + EToTE oy3(p1 ®ee3) +y1x" 0@
= ETo7E(-®60.ee3) + y1(ET o TE)(p1 ® ee3)
—TE(p1 ® ee3) — E7(p1 @ eez) + yix” o ¢,

TE(p1 ®ees) + o1 @ee’ + xjop =

EToTE(_®60.€e3)+11 ((ETOTE) (p1®eez) —TE(p1®ee”) — 1 ®ee + x” ng) .

And the ee, relations:

O.ce; — 0.eeq = yo0.e€’
0.ces — 0.eeq = y10.e€”

5(0.ee3) — O.ee; = y,0.ee”.

Lemma 4.11. Generators in y1 E|y] € C act on the right on E? as follows:
® E121 Qi Ely] — Efz by

Y12 E*[y] ® a1 v1 E[y] — yivys E°[y]
Y1y2ee @ yie — y1yays(ee ®e)

o B} @uE[y]l — E3 by

Go ®apy 11 Ely] — Gs

(e1,€2,§) ®y1e — (€1 @ yre,e2 ®y1e,0,8(—) @ yre) .
They act on the left as follows:
e Y Byl @ E3 — E} by

n Ely] @ce G2 — 1192 E%[y]
y1e ® (e, €2,8) — &(yre)
o 1 E[y]| @ E3 — E3, by

y1E[y] Rcep Gy — y1y2y3E3[y]
y1e ® (eeq, eeq, ees, x) — x(y1e).
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Remark. We may confirm that the image of the right action map E%l ®

W E[y] — E3, preserves the conditions for Gi:
X = €®y16a
X—-®e®yie =yiys(& ®e),
X—E(®ex®@yie) = (£~ 0(-®e2)) ®pne
= 112(§2®e€).

Similarly we may confirm that the image of the left action map y, E[y|® E2, —

B3 lies in y1y2 E2[y]:
oy = y2(-®61 + &1 Oy1)>
§1oyr = TYa(-®e) + 11§ oy
= yl(T(-®€2) +¢ Oyl) — - eq,
oy = y2(y1(7(-®62) +&oy) +-®(er — 62))
= y1y2<7(_®62) + @ +¢ Oyl)-
And the image of the left action map y1 E[y] ® E2, — E2, lies in y112y3F[y]:
xoyr =ys(-®eer + x10u1)
x10y1 = —TEysy1 (- ®ee”)
+ Ed o TEy3(-® ees) + yayax" oy
= —TEy3y1(-®ee") + Ed o yoTE(_ ® ee3)
— Ed(-®ee3) + yiyaX" o
—yoTEy1 (L ®ee”) + yi(_®ee”) + y1y2 BT o TE(_® ee3)
—y(-®ee”) — _®@eey +y1yax” oy

X © Y1 = YsYolr (—TE(—® ee”) + EToTE(-®ee3) + X" 0 yl)
+ sy ((®ee” — _@ee”)
= Y32l (—TE(_® ee’) + EToTE(_®ee3) — _®ee+ x" o y1> .
Lemma 4.12. Generators in F[y] c C act on the right on E* as follows:
° E122®F[y] - E% by
Y2y B [y] @ Fly] — y192E°[y]
yiyayseee ® f — yiya B2 f (yreee)
o E3,® Fly] — E3, by
G3 Qco Fly] — Go
(eeq,een,ee3,X)® f — (Ef(eel), Ef(eey), E*f o X) )
They act on the left as follows:
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b F[?J]@)Eﬁ - E221 by
Fly]l ®apy y1y2E2[y] — Gy
[ ®yyzee — (0,0, f(—).y112¢e€)
b F[?J] ®E%2 - E222 by
Fly]l ®afy Y13 E°[y] — G
f @ yrypyseee — (0,0,0, f(—).y112y3eee) .

Remark. We may observe that the image of the right action map E222®F [y] —

E2, preserves the conditions for G:

E’fox— _®Ef(ee;) = E*fo(x— _Qee)
= 42 B> f o x1,
Ef ox — 6(® Ef(ees)) = E*f o (x — 3B(_®ces))
= E*f o yaxe
= 1 E*f o xs,

and the ee, relation:

Ef(ee; — eey) = Ef(yzee”)
=y Ef(ee”).
It is trivial to check the conditions for the images of the left action maps
Fly]® B}, — B3 and Fly]® Ef, — E3,.

Proof of Lemma 4.7. The reader may now check that 7 defined in §4.1.1 is
equivariant over the left and right C' actions. These checks are completely
mechanical using the formulas just given. U

4.2. Hecke relations.

4.2.1. & and T satisfy Hecke relations. These checks are also mechanical, but
we write them out because they are important.

Proposition 4.13. On each component E2, the maps & and 7 defined in

157
§4.1.1 satisfy
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Proof. On the first row, E? and E2,, the relations follow from the correspond-
ing relations between x and 7.
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On E3, presented as Gy, we have:

E

ToT:(er,e,8) — (e, ye', ExroTof)
%oiE (€1,€2,8) — (ye' — ea,ye’ —eg, ToxE 0 &)
7o EZ: (e, eq,6) > (e +a€,e0+ xe, 70 Ex0€)
FE o7 (e1,e9,8) — (ye',xe ,xE o1 0¢),

from which
Eiof —7oZE : (e, e9,6) — (y16/+62,62,(E£EOT—TOZL’E)Of)
= (6176275)7

and similarly for the other relation.
On E3, presented as G3, we have:

esfl

ToT: (eer,eeq ees, x) — (vE(ee'),yee', Ex o T(ee3), ExE o TE o X)

ToxE : (eey,eeq, ee3, Y

(

(yee' — eey, yee' — eey, ToxE(ees), TE o xE? o x)
(ee; + yee', ee; + yee', 7o Ex(ees), TE o ExE o)
(

( X) —
FoEF - (661,662,€€3> )
iEof:( X) —

eeq, ees, eez, X yee',xE(ee’),vE o 1(ee3),zE* o TE oY),

and so

Eio7 —7o%E : (eey, eeq, ees,x) —
(yoe€’ + ees, €5, (ExoT — T o xE)(ee3), (ExEoTE — TE 0 xE*) 0 X)
= (661766276637X)7

and similarly for the other relation. U
4.2.2. 7% = (. This is clear.

4.2.3. T satisfies the braid relation. In this section we give formulas defining k-
module endomorphisms 7; and 7, of the components of the matrix parametriza-
tion of E3. We show that these endomorphisms satisfy the braid relations.
Then we argue that they correspond to the maps £7 and 7FE induced on the
same bimodule components. This will complete our proof that & and 7 satisfy
the nil affine Hecke relations in U*.

Lemma 4.14. Let us be given (eeq,eeq,ees,x) € Gz with ee” defined as in
§3.21. Then

(r(eer), —ee”, —ee”, BT 0 x) € E*[y]® @ Homa (4 E, E?)[y]
also lies in G3.

Proof. The reader may check this directly. In Prop. 4.18 we will interpret this
element as the image of (eey, eey, ees, x) under E7, and it must therefore lie
in Gg. [
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Lemma 4.15. Let us be given (eeey, eees, eees, eeey, 1)) € Gy with eee®) defined
as in §3.23. Then the following elements of E*[y]®* @ Homu(4FE, EY)[y] also
lie in Gy:

(TE(eeey), eee?  eee'? | Et(eee,), ETE o)),

(eee™ eee™ TE(eees), TE(eees), TE? 0 1)).
Proof. The reader may check this directly. In Prop. 4.18 we will interpret

these elements as the images of (eeeq, eeey, eces, eeey, 1)) under E7 and 7F
respectively, and they must therefore lie in Gy. U

Definition 4.16. Let 71, 7, be k-module maps defined on Ef’], presented as in
§3.4.2, as follows:
e on E3:
— 71 acts by ET
— Ty by T
e on Ey:
— 7, by ETE
— Ty by TE?
e on E3:
- 7:1 by (6617 €éq, €€y, X) — (7(661), _66”a —66”, ETo X)
- 7:2 bY (6617 €e, ecg, X) = (66/7 66/7 T(€€3), TE o X)7~
_lLe. 7 as defined above on G5 considered as F3,
e on E3,:
— 71 by (eeeq, eeeq, eees, eceq, ) —
(TE(eeey), eee'? eee'? | Er(eees), ETE o 1))
— Ty by (eeeq, eeeq, eces, eceq, 1) —
(ece™  eee™ TE(eees), TE(eees), TE* 0 1)).
Proposition 4.17. The 7; satisfy 71 0To 07Ty = T 071 © Ty.

Proof. On Efj the claim follows from the 7; braid relation. On E2, = G5 we
have:

(eeq, eeq, e€3, X) N

(1(eer), —ee”, —ee", BT o x) 2

(—ee — 7(ee"), —ee — T(ee”), —7(ee"),TE 0 ET 0 X) >
(—7(ee), —7(ee), —7(e€), BT o TE o ET 0 X)

and

eeq, eey, eez, X) 2,

ee' ee T(ee3), TE o x) —>

7(e€'), —ee, —ee, Er o TE 0 X)) 2>

(
(
(
(—7(ee), —T(ee) —7(ee),TEo EToTFE 0 X).
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On E3, = G, we have:
(eeeq, eeey, eces, ecey, V) NG
(TE(eeey), eee?  eee'? | Et(eee,s), ETE o)) —>
(rE(eee®™) + eee, TE(eee®) + eee, TE(ece®), 7E o Et(eees), TE? o ETE o ) %
(tE(eee), TE(eee), TE(eee), ET o TE o Et(eeey), ETE o TE? 0 ETE 0 1))
and
(eeel, eeeq, eces, eeey, 1) 2,
(eeeW eee™ TE(eees), TE(eees), TE* 0 ) —
(TE(eeeV), eee, eee, ET o TE(eeey), ETE o TE* 0 1))
(tE(eee), TE(eee), TE(eee), 7E o BT o TE(eeey), TE* o ETE o TE* 0 4)).
U

The remaining goal of this section is to relate the 7; just defined to the 7
acting on E as described in §4.1.1. The latter is known to be a (C, C')-bimodule
morphism.

Proposition 4.18. Under the isomorphism of Lemma 3.45, namely
E* 5 Homp ) (X, B®X),
the maps E7 and 7E on E® correspond to 71 and 75 of Definition 4.16.
Corollary 4.19. Lemmas 4.14 and 4.15 follow.
Corollary 4.20. Proposition 4.17 implies Efo7fEoE7 =7EoEfofE.

Proof of the proposition. We consider the tensor product F ®c E? formed ac-
cording to the procedure of §2.4, and study the endofunctor E7 as in Lemma
2.8, and similarly for E?®c E and 7E. From Lemma 3.45, we have isomor-
phisms

Hom () (X, E'X) @c Homg(py (X, E?X) = Hompo(p) (X, E®X)
Hom () (X, E”X) @c Hom gy (X, E'X) = Homp(p) (X, E®X)

associated with the products

E®cE*=F?
E?’®c E = E2.

The maps are given by
f®g— E'gof

f®g— E”gof.

These isomorphisms determine actions of E7 and 7£ on Hom e () (X, E#X)
that we may compare to the 7, and 75 defined there by components.
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The components E;; and Efj are (End(X;)°, End(X,)°)-bimodules, and 7
gives bimodule endomorphisms 7j;; of the latter. These induce endomorphisms
~ o\ 1[2
(E7), 455 of
~lz - .
Ejjr = By ®snagx,» B

as in §2.4. We kngwl‘lzhat Ef’k is canonically isomorphic to a quotient of Elll‘i &)

. E7)!] 0

E2, and that (( O)W (E%)12k> acting on E>@E.1” descends to E%,, where it
2k

gives the components of £7. Here it may be compared directly with 7; that we
defined on E3,. It therefore suffices for our objective to check commutativity of
the following diagrams labeled Dy5(i, /, k), indexed by triples (i, j, k) € {1, 2}

~ 2 3
Eij ®End(Xj)°p Ejk f®g—E'gof Elk
Dja(i, g, k) - (B7) 5 i
- ~ f®g—FE'gof =
Ez] ®End(Xj)°p EJQIf - Efk

Exactly parallel considerations apply to the study of 7E, where the diagrams
for (i, j, k), now labeled Dy (4, j, k), instead involve maps (E7~')2 !

|Z.‘jk and T,
Checking the diagrams will occupy the next three pages.

Lemma 4.21. The diagrams Dyy (i, j, k) commute.

Proof. We consider the diagrams in turn:
e Diagram Dyjo(1,1,1):

Consider (Ei’)‘lﬁl € End(Ey;; ® E?). Let yie € Fyy and yyyqee € E2. The

image of y1e ® y1y2ee in the top right corner of the diagram is

E'(y1yaee) o yre = y1y2y3(e @ ee) € EY,.
Here we can write out E'(y1y2e€) = (y192¢€,0,0, - ® y1y2e€) € Gz. On the
i1 (1€ @ yiyaee) is
y1y2ys(e @ T(ee)) € E3,, which agrees with 7 (y112y3(e ® ee)).
e Diagram Dyjo(1,2,1):

Consider (E%)Hgl € End(Ey; ® E2). Let yyymee € Eyy and (e, eq,€) € E3,.

We have no established notation for E’((el, €9, 5)) e Hompo(p)(E'Xs, E*X).
It is nevertheless easy to check, by tracking ‘leading terms’ of the upper rows,
that

other hand, 7(y1y2e€) = 1927 (e€), so the image of (E7)

El((eb €2>€)) o y1yzee = E&(y1yqee) € Efr
This lies in y192y3E3[y]. Then 7((e1, e2,&)) = (¢/,€/,70¢), s0 (E%)H;l applied
to y1yee ® (€1, €9, &) and viewed in E?| is ET o E£(y1y2¢e€).
e Diagram Dq»(2,1,1):
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Consider (E%)gfl € End(Eyn ® E2). Let (8,¢) € Ey and yy35ee € E2,. This
time we can write E'(y1y2e€) = (y1y2€€,0,0, -® y1y2ee). Then
E'(y1ya¢e) © (0, 9) = (Oy192¢€,0,0, 0 @ yryoee) € E3,.

Going around the diagram in either direction yields (Qy y27(e€), 0,0, p®y1y27(e€)).
e Diagram Dq2(2,2,1):
Consider (E%)g;l € End(Fy» ® Egl)._ Let (e, e0,€) € Eyy and (é1,8,,&) € E2,.
We have no notation for £’ ((él, €2, 5)) One computes that

£ ((él, é2>€)) o (e1,e2,€) = (€(e1), 2 ® &1, 62 @ 2, EE0 &) € Ef,.
Traversing the diagram in either direction gives (7o £le1),e2®€,e,®¢€, ET0
E¢o0¢).
e Diagram Dyj»(1,1,2):

Consider (E%)Hi € End(Ey;; ® E2). Let yre € Eyy and y19.yseee € E2,. Again

by tracking ‘leading terms’, one checks that

E' (y1y2yseee) o yre =y ... ys(e ® eee) € E3,.

Traversing the diagram in either direction gives ETE(y; . .. yse ® ece) which is
y1...ys(e @ TE(eee)).
e Diagram Dyjo(1,2,2):
(30nsider (E%)H; € End(Elg ® E222) Let yyysee € Fy5 and (eeq, eeq, ee3, ) €
EZ,. Then check that

E' ((eey, ees, ees, X)) © yryaee = Ex(yiysee) € E3,.
Traversing the diagram in either direction gives (ETFE o Ex)(y1yz¢e).
e Diagram Dq»(2,1,2):

Consider (Ei‘)‘lﬁz € End(Ey ® E2%). Let (0,¢) € Ey and yiyyseee € E2,.
Then check that

E' (y1yayzeee) o (0, ¢) = (Qyryayseee, 0,0, 0, ¢ @ y11ayseee) € Es,.
Traversing the diagram in either direction gives
(TE(Oy1y2yseee), 0,0,0, ETE o (¢ ® y1ysyseee)) .
e Diagram Dj2(2,2,2):
Consider (Ei’)a; € End(Ey®FE2). Let (e1, e, &) € Fay and (eeq, ey, ee3, x) €
E2,. Then check that

El((eelu €€, €€3, X))O(elv €2, g) = (X(61>7 €2 & eeq, ea @ eey, 2 Q ees, EX © 5) € E§2
Traversing the diagram in either direction gives

(TE(x(e1)),e2® €€, ea®@ec’, ET(es ® ee3), ETE 0 Ex 0 €).

Lemma 4.22. The diagrams Dy (i, j, k) commute.
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Proof. We consider the diagrams in turn:
e Diagram Dy;(1,1,1):

Consider (%E)fl‘il € End(F? ® Ey1). Let yiyoee € E? and yre € Eyy. Then
check that

E"(y1€) o yrysce = yryaysee @ e € By
Traversing the diagram in either direction gives
Y1y2y3(T(ee) ®e).
e Diagram Dy (1,2, 1):

Consider (%E)flgl € End(E?, ® Fa). Let y1yayseee € B2, and (6, ) € Fo.

Then check that
El2((9a @)) o yyayseee = E2o(y1yaysece) € Efl.
Traversing the diagram in either direction gives
(TE o E*@)(y1y2ysece).
e Diagram Ds;(2,1,1):

Consider (%E)\zqu € End(E2 ® E11). Let (e1,es,€) € E2, and yje € Ey;. Then
check that

E”(y1€) o (e1,€2,€) = (e1 @ yre, €2 @ e, 0, £ @ yne) € 3.
Traversing the diagram in either direction gives
(€' ®@yie, ¢ ®@uie,0,(T0&) @ure).
o Diagram Dy1(2,2,1):

Consider (%E)fzgl e End(E2, ® Ey). Let (eeq, eeq, ees,x) € E2, and (0, ¢) €

Fs;. Then check that
E?((0,¢)) o (ce1, eea, ees,X) = (Ep(eer), Eg(ees), Oees, E*p o x) € E3).
Traversing the diagram in either direction gives
(Ep(e€), Ep(e€), 07 (ee3), E*poTE 0 X).
e Diagram Dy (1, 1,2):

Consider (%E)fﬁz € End(E?, ® E13). Let y1yqee € E?, and y,y28¢ € F1. Then
check that

E”(11y28€) o yrypee = (yryaee) @ (y1126€) = y1 . .. ya(ee ® €€) € £},
Traversing the diagram in either direction gives
Y1 ... ys(T(ee) ® ee).
e Diagram Dy;(1,2,2):
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Consider (%E)i'; € End(E2, ® Ey). Let y1ysyseee € B2, and (ey, €3, &) € Fos.
Then check that
Elz((el, €2>€)) O Y1Y2Yyszcee = Ezf(y1y2y3€€€) € Efz
Traversing the diagram in either direction gives
(TE? o E€)(y1yyseee).
e Diagram Dy (2, 1,2):

Consider (%E)fz‘iz € End(E3, ® E1p). Let (e1,e,&) € E2, and yyyqee € Eiy.

Then check that
E”(y1yzce) o (e1,e2,€) = (e1 @ yryaee, e2 @ yiyaee, 0,0,£ @ yryee) € £,
Traversing the diagram in either direction gives
(€' ® y1yzee, €' ® y1y2e€,0,0, (7 0 &) ® yry2e€) .
e Diagram Dy1(2,2,2):
Consider (FE)”L € End(E2,®E»). Let (eeq, ees, ee3, x) € B2, and (eq, e0,€) €

~ |222
FEss. Then check that

E?((e1,€2,8)) o (eeq, ees, ee3, x) =
(B&(eer), B¢ (ees), ees @ €1, ee3 ® eg, E2E 0 X) € E3,.
Traversing the diagram in either direction gives
(E€(e€'), E€(e€'), T(ee3) @ €1, T(ees) ® ez, TE® 0 E*€ 0 X) .
O
The proposition that E7 and 7E correspond to 7; and 7, is now proved. [
4.3. Definition of L(1)®V.

Definition 4.23. Let V be a 2-representation of Y™ given by the data (E, z, 7)
for a k-algebra A such that 4F is finitely generated and projective and E™ is
free as a P,-module. We define £(1) ® V to be the 2-representation of U™

given for the k-algebra C' by the data (E,z, 7).
Proposition 4.24. If E is locally nilpotent, then E is locally nilpotent.

Proof. Note that in our setting of bimodules, local nilpotence of £ ®,4 — is
equivalent to nilpotence of F, meaning that E" =~ 0 for some n. This is
because local nilpotence implies E™ ®4 A =~ 0 for some n, but that is just £E™
as a bimodule. .

Recall the expression for E™ as a matrix of (A[y], A[y])-bimodules:

v Byl vy BT ~ (BB
Gn Gn+1 E;Ll EELQ '

The method we used to compute a model for G,, for n = 1, 2, 3 also shows that
G, for any n can be described as a sub-bimodule of E"[y]®"@®Hom4 (4 E, E™)[y],
given by the elements satisfying a certain set of conditions. It follows that G,
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vanishes for large n if E™ does. Also y; ...y, E" [y] vanishes for large n because
E™ does. It follows that F is nilpotent. O

4.3.1. Weights and gradings for L(1)@V. It frequently happens that a 2-
representation has additional structure, and we may ask whether our 2-product
inherits that structure. A 2-representation of U+ may have a weight decom-
position, or its algebra may have a grading.

Definition 4.25. A 2-representation V of Ut given for k-algebra A by the
data (E,x,7) is said to have a weight decomposition when A has the form
A= HieZ Az with units e; € AZ’, and ejEeZ- = 5i+2,j . ei+2E€i-

Proposition 4.26 (weight decomposition). Let A and (E,x,T) satisfy the
conditions of Def. 4.23, and let V be the 2-representation they determine. Sup-
pose that V has a weight decomposition with units e; € A;. Let C and (E,Z,T)

gwe the data of L(1) @ V. Then C has a weight decomposition C' = []._, C;
with C; = f;Cf; where the units f; € C; < C are given in matriz form as

follows:
fi = €it1 0
‘ 0 (62‘717 —-62‘71) '

Proof. The elements f; are clearly idempotent and orthogonal, and they sum
to the identity. We have for the matrix components of f;E f;:

[ijfi]ll = €j+1-y1E[y]-€i+1
[FiEf)i2 = €js1-0192E[y]-€i1
[fiEfi]a = G ﬂ(ej—lA[y]t@m @ ej-1.Homy (4 F, E)'ei+1[y]>

[ijfi]gg = G2 ﬂ <6j_1.E[y].6i_1 @ ej_l.E[y].ei_l @ ej_l.HomA(AE, E2)~6i—1[y]> .
These are all zero unless j =i + 2. U

Definition 4.27 (graded case). A 2-representation V of U™ given for k-algebra
A by the data (E,z,7) is said to be a Z-graded 2-representation when A
is a Z-graded k-algebra, F is a graded bimodule, and x and 7 are graded
endomorphisms with degx = +2 and deg7 = —2.

Proposition 4.28. Let A and (E, z,T) satisfy the conditions of Def. 4.23, and
let V be the 2-representation they determine. Suppose thatV is a Z-graded 2-
representation. Let C and (E,Z,7) give the data of L(1)&@V. Then L(1)®V

1s a Z-graded 2-representation. The gradings on generators in C and E are
inherited from the gradings on A and E with the assumption that degy = +2.

Proof. 1t is trivial to check that C' is graded and F is a graded bimodule. The
formulas for  and 7 in Def. 4.4 show that they have the right degrees. O

5. COMPARISON: V = L(1)

In §5.1 we describe a well-known 2-representation of U+ categorifying L(1)®
L(1) using Soergel bimodules. In §5.2 we describe our product explicitly for
V = L(1), and in §5.3 we show that the result is equivalent to the known
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one. The reader is warned that notations in this section will diverge from the
previous sections.

Let Py = k[y1,y2]. Let Sy denote the symmetric group on 2 letters, gen-
erated by t;, and acting on P, by permutation of the y;. Let P252 be the
subalgebra generated by invariant homogeneous polynomials.

5.1. A categorification of L(1) ® L(1).

Definition 5.1. We define:
e a (P, Py)-bimodule By, = Py ®st2 Py
— and observe that By, is also a P-algebra with structure map P, — By,
given by f — 1® f
— and that P, is a left B,,-module by (f ® g).0 = fg0
o a Py-algebra T =T, o ®@To®T 5 by

T+2 = P2’ TO - Enstl (P2 @le)op7 T—2 = P2

® a (T, T)—bimodule & =492 5]0 @06@,2 by

P
Qéa_g = (le) = T062

+2£0 = (P2 le) = 62T0

for es the projection onto By,
— and observe the canonical isomorphism

2 ~
12875 = e 1y @p, Toea — By,

e a bimodule endomorphism z € End(&") by

2o = (12 12®1), gz_g= (?leé 1)

(acting by multiplication)
e a bimodule endomorphism 7 € End(&?) by

12T 2 f®g— 0y (f)®g
where 0;, € Endg(P) is a Demazure operator:

f—=f
yl_y2‘

Os; 1 [

The next theorem is well-known. Cf., for example, Lauda [Lau09], Webster
[Web16, §2.3|, Stroppel [Str03, §5.1.1], Sartori-Stroppel [SS15]:

Theorem 5.2. The k-algebra T and triple (&,x,7) defined above gives a
2-representation of UT, called T below, that categorifies the tensor product
L(1)® L(1) of fundamental representations of sls.
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5.2. L(1)®L(1). We notate both factors as in §2.2.3 except that on the right
factor we use y; in place of y, and on the left factor we use gy, in place of y.
We write E;, x;, 7;, i = 1,2 for the 2-representation data on the right (i = 1)
and on the left (i = 2).

In the formulas we have given for the product, the algebra A, now Aj,
becomes k[y1]11 % k[y1]-1 (in its weight decomposition), E becomes k[y], =
becomes ¥, and y becomes 1ys. Let w = y; — yo € P5. So w will take over the
role of ‘y; = z—y’ that was written in previous sections. Write 7w : P, — P, /(w)
for the projection. .

We let B, X, E/, C, E, &, and T be defined as above. The algebra B and
complex X have nonzero elements only in weights —2, 0, +2. These are given
as follows:

(P, 0 (P (0
Bf2 - <O O) ) lez - (0) 9 X272 - <0) )
(P K|yl (P (PS5 Py (w)
BO - (O P2 5 Xlo - 0 ) X2() - 0 — P2 )

0 0 0 0
B+2 = <0 P2) s X1+2 = (0) > X2+2 = <0 N Pz) .

Here the action of P,/(w) from the upper right of By on Xy, is P/ (w)®p, Po —
P,/(w) given by f®1 — f. The complexes for X start in degree 0 on the left.
The matrix coefficients are in each case from the —1 weight space of As in the
upper left corner.

To compute E we will also need E’X,, which is:

L) = ().

0
Ey(Xa,) = i .
ol <0~P2@P2 L P2/<w>>

Next we compute C"

=3 5) 1= (7 ) 10a- (3 0)

Here QI° € Po@® P, is the (commutative) algebra of all (6, ¢) such that ¢ —6 €
wh,, with componentwise multiplication. It is a P-algebra by P, 3 f —
(f, ) € Q1. The algebra structure of Cy (cf. §2.4) may be described as follows.
The upper right term, wP,, is a left P,-module by multiplication. It is a right
Q3°-module with (0, ¢) acting by multiplication by ¢. The lower left P, is a left
Q}P-module with the same action. It has a right P, action by multiplication.
The remaining structure maps are:

(5.1) WPy ®p, Py = Py
by wl' ® 0 — whb’
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and
(52) P2 ®p2 (A)PQ — ch)p
by 0 ® wd' — (0, whd).

Now compute E and the endomorphisms 7 by components:

del- (0 0) s (o 1)
+2[E]0 N (22 C32) ’ w2l o = (?5)2 (yz?yl)) ’

where QQy € P, @ P, is the (P, Q7°)-bimodule containing all (ey, e5) such that
e1 — e € whPy; QT acts on Q2 on the right by (e1,e3).(0, ) = (e1p, €20) (note
the swap), and P, on the left by diagonal multiplication.

In the next section it will be useful to view OE_Q as Cyqo using the idempotent
g = (99) € [Co], and to view 5 Eq as ¢oCy using the isomorphism of (Py, QSP)-
bimodules o : Q1 — Q2 by (0, ¢) — (p,0). Viewing them in this way, we may

write ¢Z_o as multiplication on Cyqo on the left by (%1 (yz?yl)) € Cy, and 4T
0

yl,y2)> € Cy (note the swap).

as multiplication on ¢,Cy on the right by <y02 (

Finally, compute E? and 7 by components:
(0 0 {0 0
alEa = (g, o). el = (2 0).

t21 . (61, 62) —> (wil(el — 62),&]71(61 — 62)).

where

5.3. Comparison.
Theorem 5.3. There is an equivalence L(1)@L(1) = T of 2-representations.

We will use a few intermediate steps.
Define a new algebra R:

R = Pyle]/(e* — we).
There is a map of P,-algebras R - B, given by e = 1 ®y; —y1 ® 1. There

is another map of P,-algebras R 7, Q3° given by P, 3 f — (f, f) € Q3° and
e — (w,0).

Lemma 5.4. The maps v and ' are isomorphisms of Ps-algebras.
Proof. Straightforward. O

We will also use the composition oo to obtain an isomorphism of (Ps, P,)-
bimodules R = @, given by f — (f, f) and e — (0,w).

Now we translate 7 using y. The action of B, on P, induces an action of
R on P, through v, according to which P, <— R acts on P, by multiplication,
and e acts by zero. We have an isomorphism of R-modules P, = R/(e) using
this action on P,. In the remainder of this section we assume this isomorphism
and write R in place of B, everywhere in the 2-representation .7. Under this
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translation, and using the decomposition R — P, @ Pye as P,-modules, we
have:
_ _ hn
+2T0 = (y2 Y2 + 6) ;o 0T—2 = <y1 _ e) )
and
+2T—2 = (Pl + p2e — —pz)-

Lemma 5.5. The matriz presentation of Ty is given by:

P, P\ ~
(P2 R> - TOv
where:

o for [To)11 the map sends 6 € Py to (1 — 0) € Endg(P,)°?

e for [Tola1 the map sends 6 € Py to (1 — 6) € Hompg(R, Ps)

e for [Toli2 the map sends 6 € Py to (1 — 6w — fe) € Hompg (P, R)
e for [Tolae the map sends r € R to (1 — r) € Endg(R, R)°P.

The algebra structure maps (cf. §2.4) are given as follows:

[TO]ll O [T0]12 by 99/ = 99,

Jor O [To]1n by 0'.0 = 66

li2 O [To]az by 0.(p1 + p2e) = Op1

lo2 © [To]ar by (p1 + p2e).0 = p10

%12 ® [To]ar — [To]11 by 0 @O — wob

Proof. Let us explain the map to [Tp]12. Recall that P, ~ R/(e). An element
of Homg(R/(e), R) is given by the image r = p; + pse of 1, which may be
anything satisfying e.r = 0, and that condition is equivalent to p; = —pow.
The other morphisms and the structure maps are easily computed. O

Lemma 5.6. Let & : Ty — Cy be given on components by:

[dp2 W
[dp2 ’}/ ’
Then ®y is an isomorphism of Py-algebras.

Proof. The specified maps give algebra isomorphisms on the diagonal compo-
nents, and k-module isomorphisms on the off-diagonal components. Now we
check equivariance under the bimodule structure maps. The only nonobvious
cases concern maps involving the lower right component.

An element of QI may be written uniquely as a sum (w6, 0) + (¢, ). This
is sent by v'~! to ¢ + fe € R. So the action of (6, ¢) by multiplication by
© agrees with the action of p; + poe by multiplication by p;. The structure
map [Tp]i2 ® [To]or — [To]11 clearly agrees with Eq. 5.1 through ®,. The
map [Tplo1 ® [To]i2 — [To]2e agrees with Eq. 5.2 through &4 because 7 :
wb'0 — 0'0e — (0,wh0"). O

Proof of Theorem 5.3. Extend ®; to an algebra isomorphism ® : 7' = C by
®, 5 = Idp, and ®_5 = Idp,. It remains to check compatibility with the actions
of E, x, and 7 in U™, and this poses no difficulty. We summarize that now.



A TENSOR 2-PRODUCT OF 2-REPRESENTATIONS OF sl 49

We have in .7 that o&_y ~> Tyry for 75 = (39) € [Tp], and similarly o£_y =
Cogz in L(1) @ L(1); and we have go = ®g(r2). The action of gz_5 on (&5 in

7 can be written in Tyre as multiplication on the left by (y01 ylo_e) € [To]. In

L(1) ® L£(1) it is written as multiplication on the left by (yol (yz?yl) ) These

correspond using 7' : R — Q3{°. Similarly for oz since v/ : R 3 yp + € —
(y1,92) € Q. Finally, the action of 7 in R by 4275 = (p1 + p2e — —p2)
corresponds to 97 5, now using 0o’ : R = Q. O
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