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Week 04 notes
Bernoulli process

01 Theory - Bernoulli, geometric, binomial, Pascal, uniform

In a Bernoulli process, an experiment with binary outcomes is repeated; for example flipping a
coin repeatedly. Several discrete random variables may be defined in the context of some
Bernoulli process.

Notice that the sample space of a Bernoulli process is infinite: an outcome is any sequence of
trial outcomes, e.g. 

Bernoulli variable

A random variable  is a Bernoulli indicator, written , when  indicates
whether a success event, having probability , took place in trial number  of a Bernoulli
process.

Bernoulli indicator PMF:

Binomial variable

A random variable  is binomial, written , when  counts the number of
successes in a Bernoulli process, each having probability , over a specified number  of
trials.

Binomial PMF:

For example, if , then  gives the odds that success happens exactly 5
times over 10 trials, with probability  of success for each trial.
In terms of the Bernoulli indicators, we have: 
If  is the success event, then , and  is the probability of failure.

Geometric variable

A random variable  is geometric, written , when  counts the discrete wait

time until a single success takes place, given that success has probability  in each trial.

 An RV that always gives either  or  for every outcome is called an indicator variable.
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02 Illustration

Geometric PMF:

For example, if , then  gives the probability of getting: failure on the
first  trials AND success on the  trial.

Pascal variable

A random variable  is Pascal, written , when  counts the discrete wait time
until success has taken place  times, given that success has probability  in each trial.

Pascal PMF:

For example, if , then  gives the probability of getting: the  success
on (precisely) the  trial.
Interpret the formula:  ways to arrange  successes among  ‘prior’ trials, times the
probability of exactly  successes and  failures in one particular sequence.
The Pascal distribution is also called the negative binomial distribution, e.g.

.

Uniform variable

A discrete random variable  is uniform on a finite set , written , when
the probability is a fixed constant for outcomes in  and zero for outcomes outside .

Discrete uniform PMF:

Continuous uniform PDF:

Example - Repeated die rolls, how many ones?

Let  have distribution given by this PMF:

Find .

Solution

Y = (X - 2)

E(y] = ?

E
when u = 0

Py(u) = i n = 1

n = 2

x = 3

E[X] = 1. + 2. in . + So By
E(Y) = 1 . E + 0 . th + 1.5 +2 + 3 .7

EG] = 0 .n + 1 . 5 + 2.2+ 3 .7



3 / 12

1. 
 PMF arranged by possible value:

⨠⨠
⨠⨠
⨠⨠
⨠⨠
⨠⨠

2. 
 Use discrete formula:

 Compute the PMF.

 Calculate the expectation.

Example - Roll die until

Roll a fair die repeatedly. Find the probabilities that:

Solution
(a)

(b)

(a) At most 2 threes occur in the first 5 rolls
(b) There is no three in the first 4 rolls
(c) There is no three in the first 4 rolls, but there is at least one in the first 20 rolls

1. 
 Use  to count the number of threes among the first six rolls.

Seek  as the answer.

2. 
 Divide into exclusive events:

⨠⨠

⨠⨠

⨠⨠

1. 
 Use  to give the roll number of the first time a three is rolled.

Seek  as the answer.

2. 
 Compute:

⨠⨠

3. 

 Labels.

 Calculations.

 Labels.

 Sum the PMF formula for .

 Geometric series formula.
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(c)

 For any geometric series:

⨠⨠

Apply formula:

⨠⨠

4. 

1. 
 Event  means “no three in the first 4 rolls.”

Event  means “no three in rolls 5 through 20.”

Seek  as answer.

2. 
 Know: 

Know: 

3. 
 Product rule and negation rule:

⨠⨠

Insert data:

⨠⨠ ⨠⨠

 Final answer is .

 Labels.

 These events are independent!

 Known probabilities.

 Apply product rule for independent events.

Example - Winning the World Series

Suppose the Cubs are playing the Yankees for the World Series. The first team to 4 wins in
7 games wins the series. What is the probability that the Cubs win the series?

Assume that for any given game the probability of the Cubs winning is  and losing
is .

Solution

(a) Using a binomial distribution

1. 
 Let .

Thus  is the probability that the Cubs win exactly 4 games over 7 played.
Seek  as the answer.

2. 
 Use binomial PMF:

 Label.

 Calculate.
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Expectation and variance

03 Theory - Expectation and variance

(b) Using a Pascal distribution

Insert data:

⨠⨠

Compute:

⨠⨠

⨠⨠

Convert ⨠ :

⨠⨠

⨠⨠ ⨠⨠

1. 
 Let .

Thus  is the probability that the Cubs win their  game on game number .
Seek  as the answer.

2. 
 Use Pascal PMF:

Insert data:

⨠⨠

Compute:

⨠⨠

⨠⨠

Convert ⨠ :

⨠⨠

⨠⨠ ⨠⨠

 Label.

 Calculate.

 The algebra seems very different, right up to the end!
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Notes:

Let  be a random variable, and write .

04 Illustration

Expected value

The expected value  of random variable  is the weighted average of the values of ,
weighted by the probability of those values.

Discrete formula using PMF:

Continuous formula using PDF:

Expected value is sometimes called expectation, or even just mean, although the latter is
best reserved for statistics.
The Greek letter  is also used in contexts where ‘mean’ is used.

Variance

The variance  measures the average squared deviation of  from . It estimates
how concentrated  is around .

Defining formula:

Sometimes easier formula:

Calculating variance

Discrete formula using PMF:

Continuous formula using PDF:

Standard deviation

The quantity  is called the standard deviation of .

E[X] Var[X]

3
,
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,
x

,
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# 01C
,
(

,
( # /

c ,
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possibleof
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y = (X -up
E[T] = Var[X]

= E[(X- E[X])"]
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Exercise - Tokens in bins

Consider a game like this: a coin is flipped; if  then draw a token from Bin 1, if  then
from Bin 2.

It costs $50 to enter the game. Should you play it? (A lot of times?) How much would you
pay to play?

Solution

Bin 1 contents: 1 token $1,000, and 9 tokens $1
Bin 2 contents: 5 tokens $50, and 5 tokens $1

Example - Expected value: rolling dice

Let  be a random variable counting the number of dots given by rolling a single die.

Then:

⨠⨠ ⨠⨠

Let  be an RV that counts the dots on a roll of two dice.

The PMF of :

Then:

⨠⨠ ⨠⨠

 In general, .
Let  be a green die and  a red die.
From the earlier calculation,  and .

 Notice that .

X = value drawn
> 78

P =S
we

when n = so

= to when k = 1, 000

E[X] = k
, P

,
(4 , ) + knPx(42) + kzPx(nz)

= 1 . 5 + so . 5 + 1,000.$63.
2

w
0

.
I

.

S

[nPy(2) = 8 . 1 = S

↑ T
-

g

S = X
,

+
...

+ Xn

ELS] = E(Xi] +... +E[Xn]

E(3x + 77 + 8]
= 3E[X] + 7E[x] + 8
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Poisson process

05 Theory - Poisson variable

Since , we derive  by simple addition!

Example - Expected value by finding new PMF

Let  have distribution given by this PMF:

Find .

Solution

1. 
 PMF arranged by possible value:

⨠⨠
⨠⨠
⨠⨠
⨠⨠
⨠⨠

2. 
 Use discrete formula:

 Compute the PMF.

 Calculate the expectation.

Exercise - Variance using simplified formula

Suppose  has this PMF:

1 2 3

Find  using the formula  with .

Partial answer:  and .

Poisson variable

A random variable  is Poisson, written , when  counts the number of
“arrivals” in a fixed “interval.” It is applicable when:

The arrivals come at a constant average rate .

The arrivals are independent of each other.

"Y = 1
1/

11

Y = 8 x "X = 3 ORI
/

a
E[T] ,

y = 1X - 21

possible , is

y(m = 3
114 when

nS/14

2/7

27 u = 3

E(x] = 1 . * + 2 . t +3. + y.+s

Elt = Y+ E[y] = 0. + 1. + 2 . 5 + 3.

y = x Plus
El]=++

Pye
E(y] = * +*+

Var[y]= 3 /
· S births per day on aug

Q : P["32 births Ram-6am"] = ?

1
. S births/6hrs ~D X =*he

2
. Px(k)=

3
.

1 - (Px(0) +Px(x)) = ANS

Cr
· The frequency is proportional to the internal.
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A Poisson variable is comparable with a binomial variable. Both count the occurrences of some
“arrivals” over some “space of opportunity.”

In the binomial case, success occurs at some rate , since  where  is the success event.

In the Poisson case, arrivals occur at some rate .

The Poisson distribution is actually the limit of binomial distributions by taking  while 
remains fixed, so  in perfect balance with .

Let  and let . Fix  and let . Then for any :

For example, let , so , and look at  as :

06 Illustration

Poisson PMF:

The binomial opportunity is a set of  repetitions of a trial.

The Poisson opportunity is a continuous interval of time.

⨠⨠

⨠⨠

Interpretation - Binomial model of rare events

Let us interpret the assumptions of this limit. For  large but  small such that 
remains moderate, the binomial distribution describes a large number of trials, a low
probability of success per trial, but a moderate total count of successes.

This setup describes a physical system with a large number of parts that may activate, but
each part is unlikely to activate; and yet the number of parts is so large that the total
number of arrivals is still moderate.

Example - Radioactive decay is Poisson

Consider a macroscopic sample of Uranium.

Each atom decays independently of the others, and the likelihood of a single atom popping
off is very low; but the product of this likelihood by the total number of atoms is a moderate
number.

So there is some constant average rate of atoms in the sample popping off, and the number
of pops per minute follows a Poisson distribution.

Calls to a call center is Poisson

(
(n = (1 - 4

= Lim In = Lim eCha)
n(n(1-In("

= Lim e= lime

Limn(n(1-)
n . In/l)== C

↓ ·He
und

e
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Consider a call center that receives help requests from users of a popular phone
manufacturer.

The total number of users is very large, and the likelihood of any given user calling in a
given minute is very small, but the product of these rates is moderate.

So there is some constant average rate of calls to the center, and the number of calls per
minute follows a Poisson distribution.

Exercise - Typos per page

A draft of a textbook has an average of 6 typos per page.

What is the probability that a randomly chosen page has  typos?

Answer: 0.849

Hint: study the complementary event.

Example - Arrivals at a post office

Client arrivals at a post office are modelled well using a Poisson variable.

Each potential client has a very low and independent chance of coming to the post office,
but there are many thousands of potential clients, so the arrivals at the office actually come
in moderate number.

Suppose the average rate is 5 clients per hour.

Solution
(a)

(b)

(a) Find the probability that nobody comes in the first 10 minutes of opening. (The
cashier is considering being late by 10 minutes to run an errand on the way to work.)
(b) Find the probability that 5 clients come in the first hour. (I.e. the average is
achieved.)
(c) Find the probability that 9 clients come in the first two hours.

1. 
 Expect  clients every 10 minutes.

Let .
Seek  as the answer.

2. 
 Formula:

Insert data and compute:

⨠⨠ ⨠⨠

1. 

 Convert rate for desired window.

 Compute.

 Rate is already correct.

I-page
= "Perpage" und 1 = 6/as

Ans =

Py(n)=
1 - (P(0) +

. -
+ Px(3))

-06 A

6
! -

6
-
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07 Theory - Poisson limit of binomial

(c)

 Let .
Compute the answer:

⨠⨠

1. 
 Expect 10 clients every 2 hours.

Let .
Compute the answer:

⨠⨠ ⨠⨠

 Convert rate for desired window

 Notice that 0.125 is smaller than 0.175.

Extra - Derivation of binomial limit to Poisson

Consider a random variable , and suppose  is very large.

Suppose also that  is very small, such that  is not very large, but the extremes of
 and  counteract each other. (Notice that then  will not be large so the normal

approximation does not apply.) In this case, the binomial PMF can be approximated using a
factor of . Consider the following rearrangement of the binomial PMF:

Since  is very large, the factor in brackets is approximately , and since  is very small, the
last factor of  is also approximately 1 (provided we consider  small compared to ). So
we have:

Write , a moderate number, to find:

Here at last we find , since  as . So as :

⨠⨠

⨠⨠

⨠⨠
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In consequence of this theorem, a Poisson distribution may be used to approximate the
probabilities of a binomial distribution for large  when it is impracticable (even for a computer)
to calculate large binomial coefficients.

The theorem shows that the Poisson approximation is appropriate when  is a moderate
number while  is a small number.

Extra - Binomial limit to Poisson and divisibility

Consider a sequence of increasing  with decreasing  such that  is held fixed. For
example, let  while .

Think of this process as increasing the number of causal agents represented: group the
agents together into  bunches, and consider the odds that such a bunch activates. (For the
call center, a bunch is a group of users; for radioactive decay, a bunch is a unit of mass of
Uranium atoms.)

As  doubles, we imagine the number of agents per bunch to drop by half. (For the call
center, we divide a group in half, so twice as many groups but half the odds of one group
making a call; for the Uranium, we divide a chunk of mass in half, getting twice as many
portions with half the odds of a decay occurring in each portion.

This process is formally called division of a distribution, and the fact that the Poisson
distribution arises as the limit of such division means that it is infinitely divisible.

Extra - Theorem: Poisson approximation of the binomial

Suppose  and . Then:

for any .


