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Problem 6.2.2 Solution

We start by finding the CDF FY(y). Since Y � 0, FY(y) = 0 for y < 0. For y � 0,

FY (y) = P [|X|  y]

= P [�y  X  y]

= �(y)� �(�y) = 2�(y)� 1. (1)

It follows fY(y) = 0 for y < 0 and that for y > 0,

fY (y) =
dFY (y)

dy
= 2fX (y) =

2p
2⇡

e�y2/2. (2)

The complete expression for the CDF of Y is

fY (y) =

(
2p
2⇡
e�y2/2 y � 0,

0 otherwise.
(3)

From the definition of the expected value,
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⇡
. (4)

Problem 6.2.3 Solution

Note that T has the continuous uniform PDF

fT (t) =

(
1/15 60  t  75,

0 otherwise.
(1)
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The rider’s maximum possible speed is V = 3000/60 = 50 km/hr while the rider’s

minimum speed is V = 3000/75 = 40 km/hr. For 40  v  50,

FV (v) = P
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3000/v

= 5� 200

v
. (2)

Thus the CDF, and via a derivative, the PDF are

FV (v) =

8
><

>:

0 v < 40,

5� 200/v 40  v  50,

1 v > 50,

fV (v) =

8
><

>:

0 v < 40,

200/v2 40  v  50,

0 v > 50.

(3)

Problem 6.2.5 Solution

SinceX is non-negative,W = X2
is also non-negative. Hence for w < 0, fW(w) = 0.

For w � 0,

FW (w) = P [W  w] = P
⇥
X2  w

⇤

= P [X  w]

= 1� e��
p
w. (1)

Taking the derivative with respect to w yields fW(w) = �e��
p
w/(2

p
w). The

complete expression for the PDF is

fW (w) =

(
�e��

p
w

2
p
w

w � 0,

0 otherwise.
(2)

Problem 6.4.1 Solution

Since 0  X  1, and 0  Y  1, we have 0  V  1. This implies FV(v) = 0 for
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