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Problem 4.5.4 Solution
From Appendix A, we observe that an exponential PDF Y with parameter A > 0

has PDF
e Ny >0,
= - 1
fr) {O otherwise. M)
In addition, the mean and variance of Y are
1 1
E[Y] = iR Var[Y] = z (2)

(a) Since Var[Y] = 25, we must have A = 1/5.
(b) The expected value of Y is E[Y] = 1/\ = 5.

()

P[Y >5] = /500 fy(y) dy = —e¥/° :° —e L. (3)

Problem 4.5.5 Solution
An exponential (A) random variable has PDF

e g
fx (@) = {A =0 (1)

0 otherwise,

and has expected value E[Y] = 1/A. Although A was not specified in the problem,
we can still solve for the probabilities:



o0

(@) Py ZE[Y] = [ AeNMde= ™| =e.
1/ 1/X
(b) P[Y > 2E[Y]] :/ AN gy = —e | 2
2/ 2/

Problem 4.5.6 Solution

From Appendix A, an Erlang random variable X with parameters A > 0 and n has
PDF

N le= A [(n — 1)1 x>0,
T) = - 1
Ix(@) {O otherwise. M)
In addition, the mean and variance of X are
n n
E[X]= v Var[X] = 2 (2)

(a) Since A =1/3 and E[X]| = n/\ = 15, we must have n = 5.

(b) Substituting the parameters n = 5 and A = 1/3 into the given PDF, we
obtain

544 0—1/3 "
fele) = {(1/3) /24 x>0, @)

0 otherwise.

(c) From above, we know that Var[X] = n/\? = 45.

Problem 4.5.7 Solution

Since Y is an Erlang random variable with parameters A = 2 and n = 2, we find
in Appendix A that

e
friy) = {4y v=0 (1)

0 otherwise.

(a) Appendix A tells us that E[Y] =n/\ = 1.



(b) Appendix A also tells us that Var[Y] =n/A\? = 1/2.
(¢) The probability that 1/2 <Y < 3/2 is

3/2 3/2
PU2<Y <32 = [ hdy= [ ey (2)
1/2 1/2

This integral is easily completed using the integration by parts formula [ udv =
uUY — f v du with

u = 2y, dv = 2e~%Y,

du = 2dy, v=—e,

Making these substitutions, we obtain

3/2
P[1/2<Y < 3/2] = —2ye —Qy\m /1/2 2e” 2 dy

=21 —4e73 =0.537. (3)

Problem 4.5.10 Solution

(a) The PDF of a continuous uniform (—5,5) random variable is

fX(x):{mo 5< 2 <5, )

0 otherwise.

(b) For x < =5, Fx(z) = 0. For x > 5, Fx(z) = 1. For —5 <z <5, the CDF is
x—i—5
][ fx(r) dr = (2)

The complete expression for the CDF of X is

0 T < —b,
Fx(z) = (z+5)/10 5<z <5, (3)
1 T > 5.



(c) The expected value of X is

5 2

x x

—dr = —

/_5 10 20

Another way to obtain this answer is to use Theorem 4.6 which says the
expected value of X is E[X]| = (5+ —5)/2 = 0.

5
—0. (4)

(d) The fifth moment of X is

5 .5 6|0
x x
—dr=—| =0 (5)
/_ 5 10 60|_,
(e) The expected value of eX is
5 _x x |9 5_ ,=5
(/emze =S % 484 (6)
510 10|_, 10

Problem 4.5.12 Solution

We know that X has a uniform PDF over [a, b) and has mean uy = 7 and variance
Var[X] = 3. All that is left to do is determine the values of the constants a and b,
to complete the model of the uniform PDF.

E[X] =2 ; by, Varlx] = ¢ 12‘02 —3. (1)
Since we assume b > a, this implies
a+b=14, b—a=6. (2)
Solving these two equations, we arrive at
a =4, b= 10. (3)
And the resulting PDF of X is,
1/6 4 <z <10,
fx(@) = {O/ otﬁerw_ise. )



Problem 4.6.3 Solution

(a)

=1-—®(4/0)
— 1 ®(2) = 0.023.

P[X <p+1]=P[X —p<1]

ZP[X—”<1]

g g

= ®(1/0) = ®(0.5) = 0.692.

P[Y >65=1—-P[Y <65
Y —50 _ 65— 50
<
10 ~ 10
=1—®(1.5) =1—0.933 = 0.067.

:1_p[

Problem 4.6.4 Solution

In each case, we are told just enough to determine p.

(a) Since 0.933 = ®(1.5),

$(1.5) =P[X <10] =P

o - o

X—u<10—u} _<I><1O_M



It follows that

10 —
0=n_ 5
g
or 4 =10—1.50 = 5.
Y—u 0-
P[Y<0]:P[ £ < ”]
g g
—u 1
Sy —— :1—<I>(—>:0.067. 2
<10) 10 @)

It follows that ®(x/10) = 0.933 and from the table we see that /10 = 1.5
or p = 15.

From the problem statement,

P[ng]:P[Y_’“‘glO_’”‘]:@(10_“):0.977. (3)

g (o o

From the ®(-) table,

10 —p
g

=2 = o=>5—pu/2. (4)

Here we are not told the standard deviation o. However, since P[Y < 5] =
1—-P[Y >5]=1/2and Y is a Gaussian (i, o), we know that

P[Y§5]:P[Y;“g5;“]:@(5;"):;. (5)
Since B(0) = 1/2, we sece that
<I><5;M>:@(O) —  u=5. (6)



Problem 4.6.6 Solution

Using or to denote the (unknown) standard deviation of T', we can write

T—-68 66 —68
Pﬁ<6m:P[ < }

or or

= (;j) =1-® <02T> = 0.1587. (1)

Thus ®(2/07) = 0.8413 = ®(1). This implies o = 2 and thus T has variance
Var[T] = 4.

Problem 4.6.10 Solution

In this problem, we use Theorem 4.14 and the tables for the ® and @ functions to
answer the questions. Since E[Y20] = 40(20) = 800 and Var[Y2o] = 100(20) = 2000,
we can write

Ya0 — 800 _ 1000 — 800
P[Y'20>1000]:P[ 20 }

>
/2000 V2000
200

205

The second part is a little trickier. Since E[Y25] = 1000, we know that the prof will
spend around $1000 in roughly 25 years. However, to be certain with probability
0.99 that the prof spends $1000 will require more than 25 years. In particular, we
know that

=P [Z > ] = Q(4.47) = 3.91 x 107°, (1)

Y, —40n S 1000 — 40n
v/100n v/100n

P[Y, > 1000] = P [

100 — 4
=1-0(——") =0.99. (2)
Vn
Hence, we must find n such that
100 — 4
o ——") =001 (3)
Vn

Recall that ®(x) = 0.01 for a negative value of z. This is consistent with our earlier
observation that we would need n > 25 corresponding to 100 — 4n < 0. Thus, we



use the identity ®(z) =1 — ®(—=x) to write

® <100\/ﬁ4”> =1-@ (4”\/5100> =0.01 (4)

Equivalently, we have

o (471_\/51%) — 0.9 (5)

From the table of the ® function, we have that (4n — 100)/+/n = 2.33, or
(n —25)? = (0.58)*n = 0.3393n. (6)

Solving this quadratic yields n = 28.09. Hence, only after 28 years are we 99 percent
sure that the prof will have spent $1000. Note that a second root of the quadratic
yields n = 22.25. This root is not a valid solution to our problem. Mathematically,
it is a solution of our quadratic in which we choose the negative root of y/n. This
would correspond to assuming the standard deviation of Y,, is negative.



