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Problem 12.1.3 Solution

(a) For 0 <z <1,

00 1
fx@ = [ fxvu) dy= [ 2dy=201-2) )
The complete expression of the PDF of X is
20—2) 0<z<1,
T) = - 2
Ix(@) {0 otherwise. @

(b) The blind estimate of X is

1
XB:E[X]:/Olm(l—x)dx:(:,;2—2;33)0:;. 3)
(c) First we calculate
1
PX >1/2|= /1/2 fx(z) dzx
1 1 1
:/1/22(1—x)dx: (20—} = 7. (4)



Now we calculate the conditional PDF of X given X > 1/2.

fx(x)
fX|X>1/2(£C) = {P[X>1/2] xr > 1/2,

0 otherwise,

81 -=x) 1/2<x <1, (5)

o otherwise.

The minimum mean square error estimate of X given X > 1/2 is
BLOY > 1/ = [ afyporalo) do
1 3\ (1
2
= / 8z(1 —x)dx = <4x2 — 82:) = . (6)
1/2 3 1/2 3
(d) For 0 <y <1, the marginal PDF of Y is
0o Yy
fy(y) = / fxy(z,y) do 2/ 2dz =2y. (7)
—00 0
The complete expression for the marginal PDF of Y is
2y 0<y<l,
= 8
fr ) {0 otherwise. ®
(e) The blind estimate of Y is
! 2
" 2

i =BV = [ 2= 2. ©

(f) We already know that P[X > 1/2] = 1/4. However, this problem differs from
the other problems in this section because we will estimate Y based on the
observation of X. In this case, we need to calculate the conditional joint PDF

fX,Y(x,y)
fX,Y|X>1/2(CL',y) = {P[X>1/2} T > 1/2’

0 otherwise,

(10)

)8 12<z<y<l,
" 10 otherwise.

[\)



The MMSE estimate of Y given X > 1/2 is

E[Y|X > 1/2] = / / yhxyixor (@ y) dedy

1 Yy
:/ Y / 8dx | dy
1/2 1/2

1
5
=/ y(8y —4)dy = 5 (11)
1/2
Problem 12.1.4 Solution
The joint PDF of X and Y is
6(y—z) 0<zx<y<l,
F () =4 S0 . 1)
0 otherwise.

(a) The conditional PDF of X given Y is found by dividing the joint PDF by the
marginal with respect to Y. Fory <0ory > 1, fy(y) =0. For 0 <y <1,

fr(y) = / "6(y — o) da = Gay — 327! = 3y (@)

The complete expression for the marginal PDF of Y is

2

0 otherwise.

Thus for 0 <y <1,

fxy (@, Sn) g<a<y,
v 25552 (5 L

0 otherwise.



(b) The minimum mean square estimator of X given Y =y is

Xorly) =BIXY =y = [ afqy(aly) do
y _
:/ 6x(y . x) Iz
0 3y
32y — 22377
" TR |,

(c) First we must find the marginal PDF for X. For 0 < z <1,

00 1
fx@) = [ pxr@) dy= [ 6l o)dy =357 - 6z}

=31 -2z +2%) =31 —2)

The conditional PDF of Y given X is

o fxy(ey) 2 a<y<,
frix (ylx) = i@ {1 2t

0 otherwise.

(d) The minimum mean square estimator of Y given X is

o0

Yiyu(z) =E[Y|X = 2] = / yfyix (ylz) dy

— 00

1
2 _
:/ yly — ) dy
. 1—2x+ 22
@By =y

_2-3z+a°
1 =2z + 22 -

y=r

Perhaps surprisingly, this result can be simplified to

3(1—x)? °

(6)

(8)



Problem 12.1.5 Solution

(a) First we find the marginal PDF fy{y). For 0 <y < 2,

-

Iy ( / fxy(z,y) dq:—/ 2dx=2y. (1)
/ { Hence for 0 < y < 2, the conditional PDF of X given Y

fxy (zly) = w_{l/y 0<z<y,

1
(2)
0 otherwise.

(b) The optimum mean squared error estimate of X given Y = y is

mnmzﬁmwyzyw:/mmﬁnwmwdx:[f§¢w:wz (3)

—00

(c) The MMSE estimator of X given Y is X;(Y) = E[X|Y] = Y/2. The mean
squared error is

Cry =B (X = Xu(V))?]
=E[(X-Y/2)?] =E[X? - XY +Y?/4]. (4)

Of course, the integral must be evaluated.
L ry
exy = / / 2(z” — zy +y*/4) dr dy
0 Jo
1
= / (2x3/3 T y+xy2/2)| ydy
0

:/lygdy: 1/24. (5)
, 6

Another approach to finding the mean square error is to recognize that the
MMSE estimator is a linear estimator and thus must be the optimal linear



estimator. Hence, the mean square error of the optimal linear estimator
given by Theorem 12.3 must equal €% . That is, e’y = Var[X](1 — p% ).
However, calculation of the correlation coefficient pxy is at least as much

work as direct calculation of €% y-.

Problem 12.2.1 Solution

(a) The marginal PMFs of X and Y are listed below

1/3 x=-1,0,1,
Px(x) =
x (@) {O otherwise,

1/4 y=-3,-1,0,1,3,

0 otherwise.

Py (y) = {

(b) No, the random variables X and Y are not independent since
Pxy(1,-3) =0%# Px(1) Py (—3)

(c¢) Direct evaluation leads to

[X]
Y]

Var [X]
Var [Y]

E 0, 2/3,
E 0, 5.

This implies

Cov[X,Y]=E[XY]-E[X]E[Y] =E[XY] = 7/6.

(d) From Theorem 12.3, the optimal linear estimate of X given Y is

N o 7
Xp(Y) = pxy —(Y = py) + pix = ==Y +0.
oy 30

Therefore, a* = 7/30 and b* = 0.



(e) From the previous part, X and Y have correlation coefficient

pxy = Cov [X,Y]/\/Var[X] Var[Y] = 1/49/120. (8)

From Theorem 12.3, the minimum mean square error of the optimum linear
estimate is

. 271 71
ep =ox(1—pky) = = 9)

3120 180
(f) The conditional probability mass function is

U —9/3 x=-1,

Pxy(z,—3) 14
0 otherwise.

(g) The minimum mean square estimator of X given that Y = 3 is

Ea(—3) =B[X[Y =-3] =) aPxy(z] - 3) = —2/3. (11)

(h) The mean squared error of this estimator is
en(=3) =B [(X —au(=3)[Y = -3
= (z+2/3)*Pxjy (x| - 3)

= (=1/3)%(2/3) + (2/3)*(1/3) = 2/9. (12)

Problem 12.2.4 Solution

To solve this problem, we use Theorem 12.3. The only difficulty is in computing
E[X], E[Y], Var[X], Var[Y], and px y. First we calculate the marginal PDF's

1
f(@) = [ 2+ 0)dy = o + 2090k =14 20— 302 &
X

) _
Fr) = [ 2+ a)de = 2+ 20 = 37 2)



The first and second moments of X are
1
E[X] = / (z +22% — 32%) dx = 2%/2 + 223/3 — 3x4/4\(1) =5/12,  (3)
0
1
E[X?] = / (2% 4+ 223 — 3at) do = 23/3 + 21/2 — 3x5/5\(1) =7/30. (4
0
The first and second moments of Y are
1 1
E[Y] :/ 3y dy = 3/4, E [Y?] :/ 3yt dy = 3/5. (5)
0 0

Thus, X and Y each have variance

129
X]=E[X? - (E[X])? = —x
VarlX] = E [X%] - (BIX])? = 5. (6)
3
VarlY] =E [Y?] - (E[Y])? = 0 (7)
To calculate the correlation coefficient, we first must calculate the correlation
1 ry
E[XY] :/ / 2zy(z +y) dx dy
o Jo
b 2, 27(7=Y oyt
:/0 [2x y/3+xy]|m0dy:/0 ?dyzl/& (8)
Hence, the correlation coefficient is
Cov[X,Y] E[XY]|-E[X]E[Y] 5
PXY = = : (9)
V/Var[X] Var[Y] +/Var[X] Var[Y] V129

Finally, we use Theorem 12.3 to combine these quantities in the optimal linear
estimator.

A~

X, (Y) = px,y”—j (Y —E[Y]) + E[X]

5 /129 3 5 5
Vo 9 ( _>+ “oh 1o

4 12 9



Problem 12.2.5 Solution

The linear mean square estimator of X given Y is

; _ (EXY]—pxp
XL(Y)_( Var[Y]X -

>(Y—MY)+MX~

To find the parameters of this estimator, we calculate

Yy
fy(y):/o 6(y —z)de = 6zy —32%) =3y (0<y<1),

! 31+ -2x+2%) 0<z<1,
i@ = [ oy—nyy =3 ) .
2 0 otherwise.

The moments of X and Y are

1
/ 3y dy = 3/4,
0

1
/ 3x(1 — 2z 4 2%) dx = 1/4,
0

/01 dy =3/5,

E[X? = /0333 (1+ —22 4 2?) dx = 1/10.

The correlation between X and Y is

1,1
E[XY]:6/O / xy(ly — z)dydz = 1/5.

Putting these pieces together, the optimal linear estimate of X given Y is

5= (a=ame) (1) 157



